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Introduction

What follows are the solutions to the exercises in the book Albert algebras
over commutative rings [12].

In order to reduce ambiguity in cross-references, equations are numbered
differently in the exercises in the book from how they are numbered here. In
the exercises, the equations are numbered (1), (2), etc., whereas here in the
solutions we number them (s1), (s2), etc.
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Solutions for Chapter I

Solutions for Section 1

1.15 Suppose A is a finite-dimensional real algebra of odd dimension > 1.
Then there exists x, y ∈ A that are linearly independent. Put Lx for the linear
transformations that is left multiplication by x and similarly for y. For t an
indeterminate, det(Lx + tLy) is a polynomial in R[t] of odd degree dim A, and
therefore it has a nontrivial root in R. That is, there is some α ∈ R such that
Lx+αy = Lx + αLy is not invertible. Since x + αy , 0, A is not division.

(This observation, under the additional hypothesis that A is unital, can be
found in the entertaining paper [24].)

1.16 Putting [x1, x2, x3] =: (a, u) for some a ∈ C, u ∈ C3 and using (1.5.1), we
obtain

(a, u) = [(a1, u1), (a2, u2), (a3, u3)]

=
(
(a1, u1)(a2, u2)

)
(a3, u3) − (a1, u1)

(
(a2, u2)8a3, u3)

)
=

(
(a1a2 − ūT

1 u2, u2ā1 + u1a2 + ū1 × ū2)
)
(a3, u3)

− (a1, u1)
(
(a2a3 − ūT

2 u3, u3ā2 + u2a3 + ū2 × ū3)
)
,

and an application of (1.1.1) combined with the Grassmann identity (1.1.3)
yields

a = a1a2a3 − ūT
1 u2a3 − a1ūT

2 u3 − ā2ūT
1 u3 − (u1 × u2)Tu3 − a1a2a3

+ a1ūT
2 u3 + ūT

1 u3ā2 + ūT
1 u2a3 + uT

1 (u2 × u3)

= det(u1, u2, u3) − det(u1, u2, u3),

x = u3a1a2 − u3ūT
2 u1 + u2ā1a3 + u1a2a3 + (ū1 × ū2)a3 + (ū2 × ū3)a1

+ (ū1 × ū3)ā2 + (u1 × u2) × ū3 − u3ā2ā1 − u2a3ā1 − (ū2 × ū3)ā1

− u1a2a3 + u1ūT
2 u3 − (ū1 × ū3)a2 − (ū1 × ū2)ā3 − ū1 × (u2 × u3)

2



Section 1 3

= − u3ūT
2 u1 + (ū1 × ū2)(a3 − ā3) + (ū2 × ū3)(a1 − ā1) + (ū3 × ū1)(a2 − ā2)

+ (u1 × u2) × ū3 + u1ūT
2 u3 + (u2 × u3) × ū1

=
∑

(ūi × ū j)(ak − āk) +
∑

(ui × u j) × ūk.

Thus the associator formula holds, While the C-component of the right-hand
side is trivially alternating in x1, x2, x3, so is its C3-component since it is the
sum over all cyclic permutations of (123) of a trilinear expression, namely,
(u1 × u2) × ū3 + (ū1 × ū2)(a3 − ā3), that vanishes for x1 = x2.

1.17 Let x = (a, u), y = (b, v) with a, b ∈ C, u, v ∈ C3 and assume x , 0 = xy.
We must show y = 0. First of all, (1.5.1) implies

ab = ūTv, vā + ub + ū × v̄ = 0. (s1)

Multiplying the second equation with ūT from the left and applying the first
combined with (1.1.1), (1.6.4), we obtain

0 = ūT(ū × v̄) + ūTub + ūTvā = (∥u∥2 + ∥a∥2)b = ∥x∥2b,

hence b = 0. Thus (s1) reduces to

uTv̄ = 0, ū × v̄ = −vā. (s2)

Here the second equation gives 0 = v̄T(ū × v̄) = −∥v∥2ā, so if a , 0 then v = 0.
Hence we are left with the case a = 0, which implies u , 0. On the other hand,
(s2) yields (ū × v̄) × u = v̄uTū − ūuTv̄ = ∥u∥2v̄, hence again v = 0.

1.18 a) For a, b ∈ C, u, v ∈ C3, x = (a, u), y = (b, v) ∈ O, we apply (1.5.1),
(1.6.7) and conclude

xy = (ab − ūTv, vā + ub + ū × v̄) = (ab − ūTv,−vā − ub − ū × v̄)

=
(
b̄ā − (−v)

T
(−u), (−u) ¯̄b + (−v)ā + (−v̄) × (−ū)

)
=

(
b̄,−v)

)(
ā,−u

)
= ȳx̄,

which proves (a).
(b) Let x = (a, u), y = (b, v), with a, b ∈ C, u, v ∈ C3. From (1.5.1) and

(1.5.5) we conclude that tO(xy) = ab + āb̄ − ūTv − uTv̄ = ab + āb̄ − ūTv − v̄Tu
is symmetric in x, y, giving the first equation. Moreover, the C-component of
the associator [x1, x2, x3] in Exc. 1.16 is purely imaginary. Hence the second
equation follows from (1.6.5). Combined with (1.6.13) and (a) it implies

nO(xy, z) = tO
(
(xy)z̄

)
= tO

(
x(yz̄)

)
= nO(x, yz̄) = nO(x, zȳ),

hence the first of the remaining equations. The second one follows analogously.



4 Solutions for Chapter I

(c) The first set of equations follows immediately from (1.6.10) and the def-
inition of the conjugation. As to the remaining ones, we apply alternativity,
(1.6.12), (1.6.10), (1.6.6) to deduce

xyx = x(x ◦ y) − x2y = tO(x)xy + tO(y)x2 − nO(x, y)x − tO(x)xy + nO(x)y

= tO(x)tO(y)x − nO(x)tO(y)1O − nO(x, y)x + nO(x)y

= nO
(
x, tO(y)1O − y

)
x − nO(x)

(
tO(y)1O − y

)
= nO(x, ȳ)x − nO(x)ȳ,

which completes the proof of (c).

1.19 We begin by proving (1). If tr stands for the trace form of Mat3(C), then
for any A ∈ Mat3(C), we find a scalar λ(A) ∈ C such that

tr
((

(u × v)wT + (v × w)uT + (w × u)vT)A)
= λ(A) det(u, v,w) (u, v,w ∈ C3)

(s1)

since the left-hand side is an alternating trilinear function of its arguments
u, v,w ∈ C3. Specializing u := e1, v := e2, w := e3 and observing eieT

i = eii

in terms of the ordinary matrix units for 1 ≤ i ≤ 3, we deduce λ(A) = tr(A),
hence

tr
((

(u × v)wT + (v × w)uT + (w × u)vT)A)
= tr

((
det(u, v,w)13

)
A
)
.

Since the symmetric bilinear form (X,Y) 7→ tr(XY) on Mat3(C) is easily seen
to be non-degenerate, (1) holds.

It remains to prove the Moufang identities. Since the conjugation of O is
an algebra involution (Exc. 1.18 (a)), the third Moufang identity immediately
follows from the first.

We begin by proving the first Moufang identity, which by Exc. 1.18 (c)
comes down to showing

x
(
y(xz)

)
= nO(x, ȳ)xz − nO(x)ȳz. (s2)

Since this relation is bilinear in (y, z), it suffices to put x = a⊕u, a ∈ C, u ∈ C3,
and to consider the following cases.

Case 1: y = (b, 0), z = (c, 0), b, c ∈ C. Then (1.5.1) yields

x
(
y(xz)

)
= x

(
y
(
(a, u)(c, 0)

))
= x

(
(b, 0)(ac, uc)

)
= (a, u)(abc, ub̄c)

=
(
a2bc − ūTub̄c, u(ab + āb̄)c

)
.
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On the other hand, applying (1.6.1), (1.6.2) and (1.6.7) we obtain

nO(x, ȳ)xz − nO(x)ȳz = nO
(
(a, u), (b̄, v)

)
(a, u)(c, 0) − nO

(
(a, u)

)
(b̄, 0)(c, 0)

= (āb̄ + ab)(ac, uc) − (āa + ūTu)(b̄c, 0)

=
(
āab̄c + a2bc − āab̄c − ūTub̄c, u(abc + āb̄c)

)
=

(
a2bc − ūTub̄c, u(ab + āb̄)c

)
.

Thus (s2) holds.

Case 2: y = (b, 0), z = (0,w), b ∈ C, w ∈ C3. Basically arguing as before,
we obtain

x
(
y(xz)

)
= x

(
y
(
(a, u)(0,w)

))
= x

(
(b, 0)(−ūTw,wā + ū × w̄)

)
= (a, u)

(
− būTw,wāb̄ + (ū × w̄)b̄

)
=

(
− abūTw − ūTwāb̄ − ūT(ū × w̄)b̄,(
wā2b̄ + (ū × w̄)āb̄ − ubūTw + (ū × w̄)ab + ū × (u × w)b

)
.

Here (1.1.1) and the Grassmann identity (1.1.3) imply ūT(ū× w̄) = 0 as well as
ū × (u × w) = (w × u) × ū = uūTw − wūTu, hence

x
(
y(xz)

)
= − ūTw(ab + āb̄) ⊕

(
wā2b̄ + (ū × w̄)(ab + āb̄) − w(ūTu)b

)
On the other hand,

nO(x, ȳ)xz − nO(x)ȳz = nO
(
(a, u), (b̄, 0)

)
(a, u)(0,w) − nO

(
(a, u)

)
(b̄, 0)(0,w)

= (āb̄ + ab)(−ūTw,wā + ū × w̄) − (āa + ūTu)(0,wb)

= −
(
(ūTw)(ab + āb̄),w(āab + ā2b̄)

+ (ū × w̄)(ab + āb̄) − wāab − wūTub
)

=
(
− (ūTw)(ab + āb̄),wā2b̄ + (ū × w̄)(ab + āb̄) − wūTub

)
Comparing with the preceding expression for x(y(xz)) settles Case 2.

Case 3: y = (0, v), z = (c, 0), v ∈ C3, c ∈ C. Then

x
(
y(xz)

)
= x

(
y
(
(a, u)(c, 0)

))
= x

(
(0, v)(ac, uc)

)
= (a, u)

(
− v̄Tuc, vac + (v̄ × ū)c̄

)
=

(
− av̄Tuc − ūTvac − ūT(v̄ × ū)c̄,

vāac + (v̄ × ū)āc̄ − uv̄Tuc + (ū × v̄)āc̄ + ū × (v × u)c
)
.

Here ūT(v̄ × ū) = 0 and ū × (v × u) = (u × v) × ū = vūTu − uūTv, which implies

x
(
y(xz)

)
=

(
− ac(ūTv + v̄Tu), v(āa + ūTu)c − u(ūTv + v̄Tu)c

)
.
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On the other hand,

nO(x, ȳ)xz − nO(x)ȳz = − nO
(
(a, u), (0, v)

)
(a, u)(c, 0) + nO

(
(a, u)

)
(0, v)(c, 0)

= − (ūTv + v̄Tu)(ac, uc) + (āa + ūTu)(0, vc)

=
(
− ac(ūTv + v̄Tu),−u(ūTv + v̄Tu)c + v(āa + ūTu)c

)
,

and the discussion of Case 3 is complete.

Case 4: y = (0, v), z = (0,w), v,w ∈ C3. This is the most delicate case of
them all.

x
(
y(xz)

)
= x

(
y
(
(a, u)(0,w)

))
= x

(
(0, v)(−ūTw,wā + ū × w̄)

)
= (a, u)

(
− v̄Twā − v̄T(ū × w̄),−vūTw + (v̄ × w̄)a + v̄ × (u × w)

)
.

Since v̄ × (u × w) = (w × u) × v̄ = uv̄Tw − wv̄Tu, we conclude

x
(
y(xz)

)
= (a, u)

(
− v̄Twā − v̄T(ū × w̄), uv̄Tw − wv̄Tu − vūTw + (v̄ × w̄)a

)
=

(
− āav̄Tw − av̄T(ū × w̄) − ūTuv̄Tw + ūTwv̄Tu + ūTvūTw − ūT(v̄ × w̄)a

)
,

uv̄Twā − wv̄Tuā − vūTwā + (v̄ × w̄)āa − uv̄Twā − uv̄T(ū × w̄)

+ (ū × ū)vTw̄ − (ū × w̄)vTū − (ū × v̄)uTw̄ + ū × (v × w)ā
)
.

Here ū × (v × w) = (w × v) × ū = vūTw − wūTv, so that we obtain

x
(
y(xz)

)
=

(
ūTvūTw + ūTwv̄Tu − ūTuv̄Tw − āav̄Tw,−wv̄Tuā − wūTvā (s3)

+ (v̄ × w̄)āa − uv̄T(ū × w̄) − (ū × v̄)uTw̄ − (ū × w̄)vTū
)
.

On the other hand,

nO(x, ȳ)xz − nO(x)ȳz = − nO
(
(a, u), (0, v)

)
(a, u)(0,w) + nO

(
(a, u)

)
(0, v)(0,w)

= − (ūTv + v̄Tu)(−ūTw,wā + ū × w̄) + (āa + ūTu)(−v̄Tw, v̄ × w̄)

=
(
ūTvūTw + v̄TuūTw − āav̄Tw − ūTuv̄Tw,−wūTvā − wv̄Tuā

− (ū × w̄)ūTv − (ū × w̄)v̄Tu + (v̄ × w̄)āa + ūTu(v̄ × w̄)
)
.

Comparing this with (s3) we see that the C-components are the same. Since
uTw̄ = w̄wTu and vTū = ūTv, equality of the C3-components is equivalent to

−uv̄T(ū × w̄) − (ū × v̄)w̄Tu − (ū × w̄)ūTv = −(ū × w̄)ūTv − (ū × w̄)v̄Tu + (v̄ × w̄)ūTu,

which in turn is equivalent to(
det(ū, v̄, w̄)13

)
u = −u det(v̄, ū, w̄) = −uv̄T(ū×w̄) =

(
(ū×v̄)w̄T+(v̄×w̄)ūT+(w̄×ū)v̄T)u.

But this relation holds by (1), and the discussion of Case 4 is complete.
We now turn to the second Moufang identity. Arguing as before, it will be

enough to consider the following cases.
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Case 1: y = (b, 0), z = (c, 0), b, c ∈ C. Then (1.5.1) yields

(xy)(zx) =
(
(a, u)(b, 0)

)(
(c, 0)(a, u)

)
= (ab, ub)(ca, uc̄)

= (a2bc − b̄c̄ūTu, uāb̄c̄ + uabc),

x(yz)x =
(
(a, u)(bc, 0)

)
x = (abc, ubc)(a, u)

= (a2bc − bcūTu, uabc + uabc),

hence the assertion.

Case 2: y = (b, 0), z = (0,w), b ∈ C, w ∈ C3. Then (1.5.1) and (1.1.1) yield

(xy)(zx) =
(
(a, u)(b, 0)

)(
(0,w)(a, u)

)
= (ab, ub)(−w̄Tu,wa + w̄ × ū)

=
(
− abw̄tu − ab̄ūtw − b̄ūT(w̄ × ū),

waāb̄ + (w̄ × ū)āb̄ − ubw̄tu + (ū × w̄)āb̄ + ū × (w × u)b̄
)

=
(
− abw̄Tu − ab̄ūTw,waāb̄ − ubw̄Tu + ū × (w × u)b̄

)
,

x(yz)x =
(
(a, u)

(
(b, 0)(0,w)

))
x =

(
(a, u)(0,wb̄)

)
x

=
(
− b̄ūTw,wāb̄ + (ū × w̄)b

)
(a, u)

=
(
− ab̄ūTw − abw̄Tu − b̄(u × w)Tu,

− ubw̄Tu + waāb̄ + (ū × w̄)ab + (w̄ × ū)ab + (u × w) × ūb̄
)

=
(
− ab̄ūTw − abw̄Tu,−ubw̄Tu + waāb̄ + ū × (w × u)b̄

)
,

and a comparison gives the assertion.
Since ιO is an algebra involution by Exc. 1.18 (a), the case y = (0, v), z =

(c, 0) with v ∈ C3, c ∈ C immediately reduces to Case 2. Thus we are left with

Case 3: y = (0, v), z = (0,w), v,w ∈ C3. Then we put

(xy)(zx) = (a0, u0), x(yz)x = (a1, u1) (ai ∈ C, ui ∈ C
3, i = 1, 2) (s4)

and must show a0 = a1, u0 = u1. Since

xy = (a, u)(0, v) = (−ūTv, vā + ū × v̄), (s5)

zx = (0,w)(a, u) = (−w̄Tu,wa + w̄ × ū), (s6)

we conclude

a0 = ūTvw̄Tu − a2v̄Tw − av̄T(w̄ × ū) − a(u × v)Tw − (u × v)T(w̄ × ū),

where the last summand may be written as

(u × v)T(w̄ × ū) = ūT((u × v) × w̄
)
= ūT(vw̄Tu − uw̄Tv) = ūTvw̄Tu − ūTuw̄Tv.

Thus

a0 = ūTuw̄Tv − a2v̄Tw − a
(

det(u, v,w) + det(u, v,w)
)
. (s7)
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Using (s5), (s6) to compute the C3-component of (xy)(zx), we obtain

u0 = − wav̄Tu − (w̄ × ū)v̄Tu − vāw̄Tu − (ū × v̄)w̄Tu + (v̄ × w̄)aā

+ v̄ × (w × u)a + (u × v) × w̄ā + (u × v) × (w × u).

Here the last three terms may be written as

v̄ × (w × u)a = (u × w) × v̄a = wv̄Tua − uv̄Twa,

(u × v) × w̄ā = vw̄Tuā − uw̄Tvā,

(u × v) × (w × u) = v(w × u)Tu − u(w × u)Tv = −u det(u, v,w).

Thus

u0 = − uv̄Twa − uw̄Tvā + (v̄ × w̄)aā −
(
(ū × v̄)w̄T + (w̄ × ū)v̄T)u − u det(u, v,w).

(s8)

We now apply Exc. 1.18 (c) to tackle the expression

x(yz)x = nO(x, yz)x − nO(x)yz. (s9)

Since yz = (−v̄Tw, v̄ × w̄), we deduce from (1.6.7) that

yz = (−w̄Tv,−v̄ × w̄). (s10)

When combined with (1.6.2), this implies

nO(x, yz) = nO(yz, x) = −v̄Twa − w̄Tvā − (v × w)Tu − (v̄ × w̄)Tū

= − v̄Twa − w̄Tvā − det(u, v,w) − det(u, v,w), (s11)

hence, in view of (s9), (s10), (s7)

a1 = nO(x, yz)a + nO(x)w̄Tv

= − v̄Twa2 − w̄Tvāa − det(u, v,w)a − det(u, v,w)a + w̄Tvaā + w̄TvūTu = a0,

giving our first claim. It remains to prove the second, i.e., u0 = u1. Again by
(s9), (s10), we obtain

u1 = nO(x, yz)u + nO(x)(v̄ × w̄)

= − uv̄Twa − uw̄Tvā − u det(u, v,w) − udet(u, v,w) + (v̄ × w̄)āa + (v̄ × w̄)ūTu,

and comparing with (s8) yields

u1 − u0 =
(
(ū × v̄)w̄T + (v̄ × w̄)ūT + (w̄ × ū)v̄T − det(ū, v̄, w̄)13

)
u,

which is zero by (1), and the assertion follows.

1.20 (a): Since

nH(v) = cos2(θ/2) + ∥sin(θ/2)u∥2 = cos2(θ/2) + sin2(θ/2) = 1,
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v is a versor.
Conversely, if v = α ⊕ t ∈ H is a versor, then since

1 = nH(v) = α2 + ∥t∥2,

α = cos(θ/2) for some angle θ. If α = 1, then we can take θ = 0 and u any
unit vector and we have verified the claim. Similarly if α = −1. Thus we may
assume that sin(θ/2) , 0 and set u = (1/ sin(θ/2))t to obtain the required
expression

cos(θ/2) ⊕ sin(θ/2)u = α ⊕ t = v.

(b): We use v−1 = v̄ = cos(θ/2) ⊕ − sin(θ/2)u and expand the product vsv−1

using the multiplication formula (1.11.1) and trigonometric double angle iden-
tities to find:

vsv−1 =
1 − cos θ

2
(u · s)u +

1 + cos θ
2

s + (sin θ)u × s −
1 − cos θ

2
(u × s) × u.

Applying now (u × s) × u = (u · u)s − (u · s)u simplifies the expression to the
one given by Rodrigues’ Formula.

Solutions for Section 2

2.7 Put N := {(s, t) ∈ Z × Z | 1 ≤ s, t ≤ 7, s , t} and note that M (resp. N) has
21 (resp. 42) elements. Defining maps φ± : M → N by

φ+(r, i) := (r + i, r + 3i), φ−(r, i) := (r + 3i, r + i) ((r, i) ∈ M, integers mod 7),
(s1)

it suffices to show that (i) the assignments (s1) for φ± do indeed take values in
N, (ii) φ± are both injective, and (iii) their images in N are disjoint. We prove
these assertions one at a time.

(i) Let (r, i) ∈ M and assume r+ i ≡ r+3i mod 7. Then 2i ≡ 0 mod 7, hence
i ≡ 0 mod 7, a contradiction.

(ii) Let (r, i), (s, j) ∈ M. If φ+(r, i) = φ+(s, j), then r + i ≡ s + j mod 7 and
r + 3i ≡ s + 3 j mod 7. Taking differences, we conclude 2i ≡ 2 j mod 7, hence
i ≡ j mod 7 and then i = j. This implies r ≡ s mod 7, hence r = s, and we
have show that φ+ is injective. But φ− agrees with the switch (s, t) 7→ (t, s) of
N, which is bijective, composed with φ+. Thus φ− is injective as well, which
completes the proof of (ii).

(iii) Let (r, i), (s, j) ∈ M and suppose φ+(r, i) = φ−(s, j). Then r + i ≡ s +
3 j mod 7, r + 3i ≡ s + j mod 7, and taking differences yields 2i ≡ −2 j mod 7,
hence i + j ≡ 0 mod 7, a contradiction. This proves (iii).
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2.8 (i)⇒ (iii). Combining (1.6.10) with (2.1.1), we deduce tO(ur) = 0, nO(ur) =
1 for 1 ≤ r ≤ 7, so ur ∈ O

0 has euclidean norm 1, while (2) follows immedi-
ately from (2.1.2). Thus (iii) holds.

(iii) ⇒ (iv). For 1 ≤ r ≤ 7, i = 1, 2, 4, indices mod7, we combine (2) with
(1.6.13), (1.6.9) and obtain nO(ur+i, ur+3i) = tO(ur+iūr+3i) = −tO(ur+iur+3i) =
−tO(ur) = 0. By Exc. 2.7, therefore, (ur)1≤r≤7 forms an orthonormal basis of
O0, giving the final assertion of the problem. The second set of equations in
(3) is just (2) for r ≥ 4, i = 4, and implies nO(u1u2, u3) = nO(u4, u3) = 0. Thus
(iv) holds.

(iv)⇒ (i). Systematically counting indices mod 7, we establish the desired
implication by proving the following intermediate assertions.

1◦. nO(ur) = 1 for 1 ≤ r ≤ 7. By (iv) this is clear for r ≤ 3, and for r ≥ 4
follows from (3) by induction since the norm of O by Theorem 1.8 permits
composition.

2◦. nO(ur, us) = 0 for 1 ≤ r, s ≤ 4 distinct. By (iv), we may assume s = 4,
r ≤ 2. Then 1.9 implies nO(ur, u4) = nO(ur, u1u2) = nO(ur)tO(u3−r) = 0, as
claimed.

3◦. Let 1 ≤ r ≤ 7 and i = 1, 2, 4 such that ur = ur+iur+3i. If ur+i has trace
zero, then ur has trace zero if and only if ur+i, ur+3i are orthogonal. Moreover,
if this is so and ur+i as well as ur+3i both have trace zero, then ur = −ur+3iur+i.
Since ūr+i = −ur+i, we deduce from (1.6.13) that tO(ur) = −nO(ur+i, ur+3i), giv-
ing the first assertion. Since, under the final conditions stated, ur, ur+i, ur+3i are
all skew relative to the conjugation ofO, and since this is an algebra involution,
we conclude ur = −ūr = −ūr+3iūr+i = −ur+3iur+i, as claimed.

4◦. ur ∈ O
0 for 1 ≤ r ≤ 7. By (iv), this is automatic for r ≤ 3, while it follows

immediately from 2◦, 3◦ (with i = 4) for r = 4, 5, 6. It remains to discuss the
case r = 7. We have u7 = u4u5, and 3◦ combined with 1.9 yields nO(u4, u5) =
nO(u1u2, u2u3) = −nO(u2u1, u2u3) = −nO(u2)nO(u1, u3) = 0. Hence the first
part of 3◦ yields tO(u7) = 0.

5◦. (ur)1≤r≤7 is an orthonormal basis of O0 and u2
r = −u0, urus = −usur

for 1 ≤ r, s ≤ 7 distinct. The first part follows immediately from 1◦, 3◦, 4◦

combined with Exc. 2.7, while the second part is now a consequence of 1◦ and
(1.6.10), (1.6.12).

6◦. Let 1 ≤ r ≤ 7 and i = 1, 2, 4 such that ur+iur+3i = ur. Then

us+ jus+3 j = us (s = r + i, j ∈ {1, 2, 4}, j ≡ 2i mod 7), (s1)

us+ jus+3 j = us (s = r + 3i, j ∈ {1, 2, 4}, j ≡ 4i mod 7). (s2)
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Since ur+3iur+i = −ur by 5◦ andO is an alternative algebra, ur+3iur = −u2
r+3iur+i =

ur+i, and (s1) follows. (s2) is proved similarly.
The proof of the implication (iv)⇒ (i) will be complete once we have shown

that the hypothesis of 6◦ holds for all r = 1, . . . , 7 and i = 4. Hence it suffices
to establish

7◦. ur+4ur+5 = ur for 1 ≤ r ≤ 7. By (3), this is clear for 4 ≤ r ≤ 7, and 6◦

yields

us+1us+3 = us (1 ≤ s ≤ 4), (s3)

us+2us+6 = us (2 ≤ s ≤ 5). (s4)

Now let 1 ≤ r ≤ 2. Then (3) combined with 5◦, the middle Moufang identity
(cf. Exc. 1.19) and (s3) yields

ur+4ur+5 = (ur+1ur+2)(ur+2ur+3) = (ur+2ur+1)(ur+3ur+2) = ur+2(ur+1ur+3)ur+2

= ur+2urur+2 = −ur+2(ur+2ur) = −u2
r+2ur = ur,

so we are left with the case r = 3. Applying (s3) for s = 1 and (s4) for s = 3,
we obtain

u7u8 = (u4u5)u1 = (u4u5)(u2u4) = u4(u5u2)u4 = u4(u3+2u3+6)u4

= u4u3u4 = −u4(u4u3) = −u2
4u3 = u3,

as claimed.
Summing up, we have shown not only that conditions (i), (iii), (iv) are equiv-

alent but also the final statement of the problem. It remains to establish (i)⇔
(ii). The first equation of (1) is the same as (2.1.1). As to the second, the al-
ternative laws combined with the fact that O is a division algebra yield the
following chain of equivalent conditions.

(urur+1)ur+3 = −1O ⇐⇒ (urur+1)u2
r+3 = −ur+3 ⇐⇒ urur+1 = ur+3 (s5)

⇐⇒ u(r+3)+4u(r+3)+3·4 = ur+3.

Similarly, the third equation of (1) may be rephrased as

ur(ur+1ur+3) = −1O ⇐⇒ u2
r (ur+1ur+3) = −ur ⇐⇒ ur+1ur+3 = ur. (s6)

Hence (i) implies (ii). Conversely, suppose (ii) holds. Then the first equation of
(1) combined with (1.6.10) shows that the elements ur, 1 ≤ r ≤ 7, belong to O0

and have length 1, while (s5), (s6) yield urur+1 = ur+3, ur+1ur+3 = ur. Combin-
ing with (1.6.9), (1.6.13) we deduce nO(ur, ur+1) = tO(urūr+1) = −tO(urur+1) =
tO(ur+3) = 0 and, similarly, nO(ur+1, ur+3) = 0. In particular, u1, u2, u3 form an
orthonormal system inO0 such that nO(u1u2, u3) = nO(u3, u4) = 0, and we have
ur = ur−3ur−2 for 4 ≤ r ≤ 7. Since, therefore, condition (iv) holds, so does (ii).
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2.9 O+ is clearly a commutative real algebra with identity element 1O+ = 1O.
Moreover, the squarings in O and O+ coincide. Hence any φ ∈ Aut(O+) fixes
1O and preserves squares in O. From (1.6.10) we therefore deduce t(x)x =
n(x)1O for all x ∈ O, where t := tO ◦ φ − tO, n := nO ◦ φ − nO. Thus O is
the union of the subspaces Ker(t) and R1O. This implies first t = 0 and then
n = 0, so φ is an orthogonal transformation of O fixing 1O, hence stabiliz-
ing O0 = (R1O)⊥. The assignment φ 7→ φ|O0 clearly gives an injective group
homomorphism from Aut(O+) to O(O0). Conversely, the unique linear exten-
sion fixing 1O of ψ ∈ O(O0) belongs to the orthogonal group of O and leaves
the trace invariant, hence is an automorphism of O+. Moreover, the maps in
question are inverse isomorphisms not only of abstract groups but, in fact, of
topological ones since both are restrictions of linear maps and hence automat-
ically continuous. Finally, Aut(O) is trivially a subgroup of Aut(O+) which is
closed since it may be realized via

Aut(O) =
⋂

x,y∈O

{φ ∈ GL(O) | φ(xy) = φ(x)φ(y)}

as the intersection of a family of closed subsets of GL(O).

Solutions for Section 3

3.17 Put n := dimR(V).
(i)⇒ (iii). Obvious.
(iii)⇒ (ii). Since L0 spans V as a real vector space, so does L. Since L is an

additive subgroup of L1, it is finitely generated and torsion-free, hence free of
finite rank with rk(L) ≤ rk(L1) = n.

(ii) ⇒ (i). Let ε = (e1, . . . , er), r ≤ n, be a Z-basis of L. Since L spans V ,
so does ε, and we conclude that ε is an R-basis of V , forcing L ⊆ V to be a
lattice.

3.18 M +
√

2M ⊆ D is a free abelian subgroup of rank 2 dimR(D) which is
obviously closed under multiplication but not a lattice, hence not a Z-structure
of A.

3.19 Since M is clearly a discrete additive subgroup of D, it follows that M′ :=
M ∩ R is a discrete additive subgroup of R containing 1. Thus M′ = Zv for
some 0 , v ∈ R. Hence M′ is a Z-structure of R. As such it contains Z. On the
other hand, v2 ∈ M′ implies v2 = rv for some integer r, hence v = r ∈ Z, and
we also conclude M′ ⊆ Z, as desired.
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Solutions for Section 4

4.8 By Thm. 4.2, (1H, i, j,h) is an R-basis of H that is associated with Hur(H).
Hence Hur(H) consists of all linear combinations

m1H + ni + pj + qh = (m +
q
2

)1H + (n +
q
2

)i + (p +
q
2

)j +
q
2

k

with m, n, p, q ∈ Z. Since the coefficients of the linear combination on the right
either all belong to Z or to 1

2 + Z depending on whether q is even or odd, the
assertion follows.

4.9 Write x ∈ L in the form x = α1H+βi+γj+δh with α, β, γ, δ ∈ R. We must
show α, β, γ, δ ∈ Z. Replacing x by x− ⌊x⌋, ⌊x⌋ := ⌊α⌋1H + ⌊β⌋i+ ⌊γ⌋j+ ⌊δ⌋h ∈
Hur(H) ⊆ L, if necessary, we may assume 0 ≤ α, β, γ, δ < 1 and then must
show α = β = γ = δ = 0. By hypothesis and (4.1,2), the quantities

nH(x) = α2 + β2 + γ2 + (α + β + γ + δ)δ, (s1)

tH(x) = 2α + δ, (s2)

nH(i, x) = 2β + δ, (s3)

nH(j, x) = 2γ + δ, (s4)

nH(h, x) = α + β + γ + 2δ (s5)

are all integers. Multiplying (s5) by 2 and subtracting the sum of (s2), (s3),
(s4) from the result, we conclude δ ∈ Z, hence δ = 0, and then 2α, 2β, 2γ, α2 +

β2 + γ2 ∈ Z by (s1)–(s4). Thus α, β, γ ∈ {0, 1
2 }, forcing α = β = γ = 0 as well.

4.10 We begin by deriving a general formula for the determinant of a block
matrix. Let A ∈ GLp(R), B ∈ Matp,q(R), C ∈ Matq,p(R) and D ∈ Matq(R).
Then we claim

det(
(
A B
C D

)
) = det(A) det(D −CA−1B). (s1)

To see this, we make use of the well known fact that (s1) holds for B = 0 or
C = 0. Hence

det(
(
A B
C D

)
) = det(A) det(

(
A B
C D

) (
A−1 0
0 1q

)
) = det(A) det(

(
1p B

CA−1 D

)
)

= det(A) det(
(

1p 0
−CA−1 1q

) (
1p B

CA−1 D

)
) = det(A) det(

(
1p B
0 −CA−1B + D

)
)

= det(A) det(D −CA−1B),
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as claimed. Turning to the matrix S of our problem, we now conclude

det(S ) = det(r · 1p) det
(
s · 1q − T2(r−1 · 1p)T1

)
= rp det(s · 1q − r−1T2T1)

= rp−q det(rs − T2T1) = rp−q charT2T1 (rs),

as claimed. Next suppose T1 = T , T2 = T T, with T ∈ Matp,q(R) being com-
prised of column vectors v1, . . . , vq ∈ R that are mutually orthogonal but may
have different euclidean lengths. Then

T2T1 = T TT =


vT

1
...

vT
q

 (v1, . . . , vq) = (vT
i v j)1≤i, j≤q = diag(∥v1∥

2, . . . , ∥vq∥
2).

Thus the preceding determinant formula reduces to

det(S ) = rp−q
q∏

i=1

(rs − ∥vi∥
2).

In particular, if ∥vi∥ =
√

a for some a > 0 and all i = 1, . . . , q, the second
assertion stated in our problem drops out. Finally, assuming ∥vi∥

2 < rs for
all i = 1, . . . , q, we claim that the matrix S is positive definite. Since it is
symmetric, it will be enough to show that all its principal minors are positive.
Let 1 ≤ i ≤ p + q. For i ≤ p, the the i-th principal minor of S is 1, while for
p < i ≤ p + q, it is the determinant of the matrix

S ′ :=
(
r · 1p T ′

(T ′)T s · 1i−p

)
,

where T ′ = (v1, . . . , vi−p) ∈ Matp,i−p(R). But by what we have just seen, S ′ has
determinant

det(S ′) = rp−q
p−i∏
j=1

(rs − ∥v j∥
2) > 0,

and the assertion follows. Since the final statement of the problem is a special
case of this assertion, the solution is complete.

4.11 (a) If (iii) holds, then (1.6.11) implies uū = nD(u)1D = 1D = ūu. Thus
(iii) implies (i) and (ii). Conversely, suppose (i) holds. Then 1 = nD(uv) =
nD(u)nD(v), and since both factors on the right are integers, (iii) holds. This
shows that (i) and (iii) are equivalent. The equivalence of (ii) and (iii) is proved
similarly. Moreover, for any v satisfying (i) we apply Exc. 1.18 (c) and obtain
ū = 1Dū = (vu)ū = nD(u)v = v (by (iii)). Reading this in Dop shows that v as
in (ii) is unique and equal to ū. Since the norm of D permits composition by
Thm. 1.8, the set of units in M is closed under multiplication and contains 1D.
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Finally, by (1.6.8), if nD(u) = 1, then nD(ū) = 1, so M× is also closed under
taking inverses.

(b) (1, i) is an orthonormal basis ofC associated with Ga(C). Hence Ga(C)× =
{±1,±i}. Similarly, (1H, i, j,k) is an orthonormal basis of H associated with
Ga(H). Hence Ga(H)× = {±1H,±i,±j,±k}. And, finally, any Cartan-Schouten
basis E = (ur)0≤r≤7 ofO is an orthonormal basis associated with Gaε(O). Hence
GaE(O)× = {±ur | 0 ≤ r ≤ 7}. Now we claim

Hur(H)× = {±1H,±i,±j,±k,
1
2

(±1H ± i ± j ± k)}. (s1)

To prove this, we note that the first eight elements of the right-hand side belong
to Ga(H)× ⊆ Hur(H)×. The remaining sixteen may all be obtained from adding
a unit of Ga(H) to h, hence belong to Hur(H). Since they also have norm 1,
the right-hand side of (s1) belongs to the left. Conversely, suppose u = α01H +
α1i + α2j + α3k with αi ∈ R, 0 ≤ i ≤ 3, is invertible in Hur(H). By Exc. 4.8,
there are two cases.

Case 1: αi ∈ Z, 0 ≤ i ≤ 3. Then u ∈ Ga(H)× ⊆ Hur(H)×.

Case 2: αi =
1
2 + βi, βi ∈ Z, 0 ≤ i ≤ 3. Then

1 = nH(u) =
3∑

i=0

(
1
4
+ βi + β

2
i ) = 1 +

3∑
i=0

(β2
i + βi),

and we conclude
∑3

i=0(β2
i + βi) = 0, where the summands are all non-negative.

Thus β2
i = −βi, i.e., βi = −1, 0 for 0 ≤ i ≤ 3. But this means αi = ±

1
2 for

0 ≤ i ≤ 3, and u belongs to the right-hand side of (s1).

4.12 That the εi, 1 ≤ i ≤ 4, form an orthonormal basis of H relative to 2⟨x, y⟩
follows immediately from the fact that the vectors 1H, i, j,k ofH are orthogonal
of norm 1. Moreover, the latter vectors can be linearly expressed by the former
according to the formulas

ε1 − ε2 = j, ε2 − ε3 = −h, ε3 − ε4 = 1H, ε3 + ε4 = i.

In particular, the second equation of the problem holds. Given ξi ∈ R, 1 ≤ i ≤
4, we also obtain

4∑
i=1

ξiεi =
1
2
(
ξ1j − ξ1k − ξ2j − ξ2k + ξ31H + ξ3i − ξ41H + ξ4i

)
=

1
2
(
(ξ3 − ξ4)1H + (ξ3 + ξ4)i + (ξ1 − ξ2)j − (ξ1 + ξ2)k

)
.



16 Solutions for Chapter I

Using (4.1.1), we therefore deduce

4∑
i=1

ξiεi =
1
2
(
(ξ3 − ξ4)1H + (ξ3 + ξ4)i + (ξ1 − ξ2)j − (ξ1 + ξ2)(2h − 1H − i − j)

)
=

1
2
(
(ξ1 + ξ2 + ξ3 − ξ4)1H + (ξ1 + ξ2 + ξ3 + ξ4)i + 2ξ1j

)
− (ξ1 + ξ2)h

=
1
2

(ξ1 + ξ2 + ξ3 − ξ4)1H +
1
2

(ξ1 + ξ2 + ξ3 + ξ4)i + ξ1j − (ξ1 + ξ2)h,

which by Thm. 4.2 yields the following chain of equivalent conditions.

4∑
i=1

ξiεi ∈ Hur(H) ⇐⇒ ξ1, ξ1 + ξ2 ∈ Z, ξ1 + ξ2 + ξ3 ± ξ4 ∈ 2Z

⇐⇒ ξ1, ξ2 ∈ Z,
4∑

i=1

ξi ∈ 2Z, 2ξ4 ∈ 2Z

⇐⇒ ξ1, ξ2, ξ3, ξ4 ∈ Z,
4∑

i=1

ξi ∈ 2Z.

Thus the second equation of the problem holds. Finally, we note nH(εi) = 1
2 for

1 ≤ i ≤ 4, so for ξi ∈ Z,
∑
ξi ∈ 2Z, we obtain

4∑
i=1

ξiεi ∈ Hur(H)× ⇐⇒
1
2

4∑
i=1

ξ2
i = 1 ⇐⇒

4∑
i=1

ξ2
i = 2,

which amounts to ξi = ±1 for precisely two indices i = 1, 2, 3, 4 and ξi = 0 for
the remaining ones. But this means the units of Hur(H) have the form stated at
the very end of the problem.

4.13 (a) This follows immediately from the fact that Cartan-Schouten bases
are orthonormal relative to the scalar product ⟨x, y⟩. (Exc. 2.8). For example,
nO(ε1) = 1

4 (nO(u0) + nO(u2) = 1
2 , which implies 2⟨ε1, ε1⟩ = 2nO(ε1) = 1.

(b) We write L for the additive subgroup of O generated by the quantities
assembled in (1). We claim

DiCo(O) ⊆ L ⊆
1
2

8∑
i=1

Zεi, (s1)

where the second inclusion is obvious. In order to prove the first, we note that

u0 = − ε1 + ε2, u1 = −ε3 + ε4, u2 = ε1 + ε2, u3 = −ε3 − ε4, (s2)

u4 = − ε5 + ε6, u5 = ε5 + ε6, , u6 = ε7 + ε8, u7 = −ε7 + ε8
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all belong to L. Moreover, (s2) and (4.4.3)–(4.4.7) imply

p =
1
2

(−ε1 + ε2 − ε3 + ε4 + ε1 + ε2 − ε3 − ε4) = ε2 − ε3 ∈ L, (s3)

u1p =
1
2

(ε1 − ε2 − ε3 + ε4 − ε5 + ε6 − ε7 + ε8) ∈ L, (s4)

u2p =
1
2

(ε1 − ε2 + ε1 + ε2 + ε5 − ε6 + ε5 + ε6) = ε1 + ε5 ∈ L, (s5)

u4p =
1
2

(ε3 − ε4 + ε1 + ε2 − ε5 + ε6 − ε7 − ε8) ∈ L. (s6)

Thus the basis E′ exhibited in (4.5.2), which is associated with DiCo(O) by
Thm. 4.5, is entirely contained in L, and the first inclusion of (s1) holds. From
this and Exc. 3.17 we deduce that L is a lattice in O. Since DiCo(O) is unimod-
ular by Thm. 4.5, the proof of (b) will be complete once we have shown that
the lattice L is integral quadratic (Cor. 3.14). Since nO(εi) = 1

2 for 1 ≤ i ≤ 8 by
(a), equation (1) yields

nO(±εi ± ε j) = nO
(1
2

8∑
i=1

siεi
)
= 1 (s7)

for 1 ≤ i < j ≤ 8 and all families s = (si) ∈ {±1}8. Writing M := {1, 2, . . . , 8}
and M±s := {i ∈ M | si = ±1}, it remains to show

nO(±εi ± ε j,±εk ± εl) ∈ Z, nO
(1
2

8∑
i=1

siεi,
1
2

8∑
i=1

tiεi
)
∈ Z (s8)

for all 1 ≤ i < j ≤ 8, 1 ≤ k < l ≤ 8 and all families s = (si), t = (ti) ∈ {±1}8

such that |M−s | and |M−t | are both even. The first relation of (s8) is obvious.
In order to prove the second, we let s = (si) ∈ {±1}8 be arbitrary and note
|M+s | + |M

−
s | = 8, so |M±s | are either both even or both odd. Moreover, −s :=

(−si) ∈ {±1}8 and M±−s = M∓s . Now, letting also t = (ti) ∈ {±1}8 be arbitrary
and setting st := (siti) ∈ {±1}8, we obtain

nO
(1
2

8∑
i=1

siεi,
1
2

8∑
i=1

tiεi
)
=

1
4

8∑
i=1

siti =
1
4
(
|M+st | − |M

−
st |
)
= 2 −

1
2
|M−st |,

and must show that if |M±s | and |M±t | are even, then so is |M±st |. Suppose not.
Then

|M+st | = |M
+
s ∪ M+t | + |M

−
s ∪ M−t |

is odd. Replacing s by −s, t by −t if necessary, we may assume that |M+s ∪M+t |
is odd and |M−s ∪ M−t | is even. But then

|M+s | = |M
+
s ∪ M+t | + |M

+
s ∪ M−t |
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shows that |M+s ∪ M−t | is odd, whence

|M−t | = |M
+
s ∪ M−t | + |M

−
s ∪ M−t |

is odd as well, a contradiction.
(c) Write L′ for the right-hand side of (2). Inspecting (s2)–(s6), we conclude

DiCo(O) ⊆ L′ ⊆ 1
2
∑
Zεi, so L′ is a lattice in O by Exc. 3.17. As before,

we will be through once we have shown that L′ is integral quadratic. Let x =∑
ξiεi ∈ L′ with ξ1, . . . , ξ8 ∈ R. Then (2) implies 2ξ1 ∈ Z, ξi = ξ1 + ni, ni ∈ Z

for 1 ≤ i ≤ 8, and

8∑
i=1

ξi =

8∑
i=1

(ξ1 + ni) = 4(2ξ1) +
8∑

i=1

ni

belongs to 2Z. Thus
∑

ni ∈ 2Z, and N := {i ∈ M | ni ≡ 1 mod 2} contains an
even number of elements. Now nO(x) = 1

2
∑
ξ2

i and

8∑
i=1

ξ2
i =

8∑
i=1

(ξ1 + ni)2 =

8∑
i=1

(ξ2
1 + 2ξ1ni + n2

i ) = 2(2ξ1)2 + 2ξ1

8∑
i=1

ni +

8∑
i=1

n2
i

≡

8∑
i=1

n2
i ≡

∑
i∈N

n2
i ≡ |N | ≡ 0 mod 2.

Hence nO(x) ∈ Z, as claimed.
(d) By (b), (c) and (s7), the quantities in (1) are all units in DiCo(O). Con-

versely, suppose u =
∑8

i=1 ξiεi, ξi ∈ R, 1 ≤ i ≤ 8, is invertible in DiCo(O).
Then (a) implies

8∑
i=1

ξ2
i = 2nO(u) = 2. (s9)

If ξ1 is an integer, then all ξi, 1 ≤ i ≤ 8, are, and (s9) shows that u belongs
to the first type of (1). On the other hand, if ξ1 belongs to 1

2 + Z, then all ξi,
1 ≤ i ≤ 8, do, and (s9) shows ξ2

i =
1
4 , hence ξi = ±

1
2 for all i = 1, . . . , 8. Since∑

ξi ∈ 2Z by (2) the number if indices i = 1, . . . , 8 having ξi negative must be
even, so u is of the second type in (1).

The units of DiCo(O) belonging to the first type of (1) are in bijective cor-
respondence with the quadruples of subsets of M consisting of two elements,
hence are 4 ·

(
8
2

)
= 4 · 8·7

2 = 4 · 28 = 112 in number. On the other hand, the
units of DiCo(O) belonging to the second type of (1) are in bijective corre-
spondence with the subsets of M consisting of an even number of elements,
hence are 28

2 = 27 = 128 in number. All in all, therefore, DiCo(O) has exactly
112 + 128 = 240 units.
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4.14 The inclusions Ga(O) ⊆ Kir(O) ⊆ 1
2 Ga(O) follow immediately from the

definition and show by Exc. 3.17 that L := Kir(O) is a lattice in O.
Since (ur)0≤r≤7 is an orthonormal basis of O, we have nO(Ga(O), vi) ⊆ Z for

1 ≤ i ≤ 4, and a straightforward verification shows

nO(vi) = 1, nO(v1, v2) = 0, nO(v j, vk) = 1 (s1)

for 1 ≤ i, j, l ≤ 4, j , l, { j, l} , {1, 2}. Combining this with the definition of L,
we conclude nO(L) ⊆ Z, so L is a unital integral quadratic lattice in O.

Next we consider the family

E1 := (1O, u1, u2, u3, v1, v2, v3, v4)

of elements in L. From u4 = 2v1 − 1O − u1 − u2, u5 = 2v4 − 1O − u2 − u3,
u7 = −2v3 + 1O + u1 + u3, u6 = −2v2 + u3 + u5 − u7 we deduce that E1 spans
O as a real vector space, hence is a basis, and that the additive map from Z8 to
L determined by E1 is surjective, hence bijective. Thus E1 is an R-basis of O
associated with L.

We now proceed to determine the discriminant of L by computing the deter-
minant of DnO(E1). A straightforward verification using (s1) shows

DnO(E1) =
(
2 · 14 B

BT D

)
,

where

B =


1 0 1 1
1 0 1 0
1 0 0 1
0 1 1 1

 , D =


2 0 1 1
0 2 1 1
1 1 2 1
1 1 1 2

 .
Now we use (s1) in the solution to Exc. 4.10 and obtain

det
(
DnO(E1)

)
= det(2 · 14) det

(
D − BT(

1
2
· 14)B

)
= det(2 · D − BtB)

= det(


1 0 0 0
0 3 1 1
0 1 1 0
0 1 0 1

) = 3 − 1 − 1 = 1.

Thus L is a unimodular integral quadratic lattice in O.
It remains to show that L is not a Z-structure of O, equivalently, that it is not

closed under multiplication. To this end, we consider the product v1v3. A short
computation gives

v1v3 =
1
2

(u1 + u2 + u3 + u5). (s2)
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Assuming v1v3 ∈ Kir(O), we would find integers αr, βi, 0 ≤ r ≤ 3, 1 ≤ i ≤ 4,
such that

v1v3 =

3∑
r=0

αrur +

4∑
i=1

βivi. (s3)

Comparing coefficients of u4, we obtain β1 = 0; comparing coefficients of
u1, we obtain 1

2 = α1 +
1
2β3, hence α1 =

1−β3
2 , and β3 is odd. Comparing

coefficients of u2, we obtain 1
2 = α2 +

1
2β4, hence α2 =

1−β4
2 , and β4 is odd.

Comparing coefficients of u3, we obtain 1
2 = α3 +

1
2 (β2 + β3 + β4), hence

α3 = −
1
2 (β3 + β4) + 1−β2

2 , and β2 is odd since both β3, β4 are odd. And, finally,
comparing coefficients of u5, we obtain 1

2 =
1
2 (β2 + β4), hence β2 + β4 = 1,

which is a contradiction since β2, β4 are both odd. Thus v1v3 does not belong
to Kir(O), as desired.

4.15 The idea of the solution is to imitate our construction of the Dickson-
Coxeter octonions with a different model of the Hamiltonian quaternions inside
O and a different vector q ∈ O in place of p such that the resulting Z-structure
agrees with R. In doing so, repeated use will be made of the multiplcation rules
for Cartan-Shouten bases as depicted in Fig. 2a on page 12.

On a more formal level, these multiplication rules as described in (2.1.1) and
(2.1.2) show that the linear bijection φ : O→ O determined by

φ(1O) = 1O, φ(ur) = ur+2 (1 ≤ r ≤ 7, indices mod 7)

is an automorphism ofO. WithH ⊆ O as given in (4.4.1) we therefore conclude
that

B := φ(H) = R1O + Ru3 + Ru4 + Ru6 ⊆ O

is a model of the Hamiltonian quaternions matching 1H = 1O, i = u3, j = u4,
k = u6 and

Ga(B) := φ
(

Ga(H)
)
= Z1O + Zu3 + Zu4 + Zu6.

Observing (4.4.3), we also put

q := φ(p) =
1
2

(1O + u3 + u4 + u5) (s1)

and deduce from Thm. 4.5 that

R′ := φ
(

DiCo(O)
)
= Ga(B) + Ga(B)q

is a Z-structure of O isomorphic to DiCo(O). It therefore remains to show
R′ = R.
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We first note that Ga(O) is contained in R (by definition) but also in R′ (by
Thm. 4.5). Moreover, invoking (4.4.4)–(4.4.7), we deduce

u3q = φ(u1p) =
1
2

(−1O + u2 + u3 + u6),

u4q = φ(u2p) =
1
2

(−1O + u4 − u6 + u7),

u6q = φ(u4p) =
1
2

(−u1 − u3 + u4 + u6).

Now an inspection shows

v1 + v4 ≡
1
2

(1O + u3 + u4 + u5) ≡ q mod Ga(O),

v2 + v4 ≡
1
2

(1O + u2 + u3 + u6) ≡ u3q mod Ga(O),

v1 + v2 + v3 + v4 ≡
1
2

(1O + u4 + u6 + u7) ≡ u4q mod Ga(O),

v1 + v2 + v4 ≡
1
2

(u1 + u3 + u4 + u6) ≡ u6q mod Ga(O).

Since

φ(E′) = (1O, u3, u4, u6,q, u3q, u4q, u6q)

by (4.5.2) is a basis of O associated with R′, the preceding relations imply
R′ ⊆ R. But they also yield

u4q − u6q ≡ v3 mod Ga(O),

u6q − u3q ≡ v1 mod Ga(O),

u6q − q ≡ v2 mod Ga(O),

q + u3q − u6q ≡ v4 mod Ga(O)

and hence imply R ⊆ R′. This shows R = R′ and the proof is complete.

4.16 Let (ur)0≤r≤7 be a Cartan-Schouten basis ofO. In the language of Exc. 4.13
we have

q :=
1
2

(1O + u3 + u4 + u6) =
1
2

(−ε1 + ε2 − ε3 − ε4 − ε5 + ε6 + ε7 + ε8),

whence part (d) of that exercise shows that q is invertible in DiCo(O). Since
a straightforward verification yields u3u4 = u6, u4u6 = u3, u6u3 = u4, we
conclude from Thm. 4.2 that the assignments 1H 7→ 1O, i 7→ u3, j 7→ u4,
h 7→ q determine an additive embedding Hur(H) ↪→ DiCo(O) that preserves
multiplication, hence is an embedding of Z-algebras.
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Solutions for Section 5

5.15 Computing the square of the matrix (5.4.2) in a straighforward manner
yields (5a.1). Linearizing and dividing by 2 immediately yields (5a.2). Taking
the trace of (5a.2) and applying (5.8.3), we obtain

T (x • y) =
∑(

αiβi +
1
2

nO(u j, v j) +
1
2

nO(ul, vl)
)

=
∑

αiβi +
1
2
(∑

nO(ui, vi) +
∑

nO(ui, vi)
)
,

and (5a.3) follows. Writing

z =
∑(

γieii + wi[ jl]
)

(γi ∈ R, wi ∈ O, 1 ≤ i ≤ 3),

we first note by (1.6.13) and Exc. 1.18 (b) that, for all u, v,w ∈ O, the expres-
sion

nO(uv,w) = tO(uvw) is invariant under cyclic permutations of the variables.
(s1)

Combining (5a.2) with (5a.3), we therefore obtain

T
(
(x • y) • z

)
=

∑((
αiβi +

1
2

nO(u j, v j) +
1
2

nO(ul, vl)
)
γi

+
1
2

nO
(
(α j + αl)vi + (β j + βl)ui + u jvl + v jul,wi

))
=

∑(
αiβiγi +

1
2

(γ j + γl)nO(ui, vi) +
1
2

(α j + αl)nO(vi,wi)

+
1
2

(β j + βl)nO(wi, ui) +
1
2
(
tO(uiv jwl) + tO(wiv jul)

))
.

This expression obviously being symmetric in x, z, we end up with (5.9.4).
We now turn to (5.9.5). Combining (5.8.3) with (5.9.3) we deduce

T (x)T (y) − T (x • y) = (
∑

αi)(
∑

βi) −
∑(

αiβi + nO(ui, vi)
)

=
∑(

αiβ j + βiα j − nO(ui, vi)
)
,

which by (5.8.7) agrees with S (x, y). Similarly, by (5.9.1), (5.8.3), 5.8.6) and
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(5.8.4) we obtain

x2 − T (x)x + S (x)13 =
∑((

α2
i + nO(u j) + nO(ul)

)
eii +

(
(α j + αl)ui + u jul

)
[ jl]

)
−

(∑
αi

)∑(
αieii + ui[ jl]

)
+

∑(
α jαl − nO(ui)

)(∑
eii

)
=

∑((
α2

i + nO(u j) + nO(ul) − α2
i − αiα j − αlαi

+ αiα j + α jαl + αlαi − nO(ui) − nO(u j) − nO(ul)
)
eii

+
(
(α j + αl)ui + u jul − αiui − α jui − αlui

)
[ jl]

)
=

∑((
α jαl − nO(ui)

)
eii +

(
− αiui + u jul

)
[ jl]

)
= x♯,

which completes the proof of (5.9.6).
Differentiating (5.8.2) at x in the direction y and observing (s1), we obtain

DN(x)(y) = β1α2α3 + α1β2α3 + α1α2β3 −
∑(

βinO(ui) + αinO(ui, vi)
)

+ tO(v1u2u3) + tO(u1v2u3) + tO(u1u2v3)

=
∑(

α jαlβi − nO(ui)βi − αinO(ui, vi) + tO(u julvi)
)
,

while combining (5.9.3) with (5.8.4) and (s1) yields

T (x♯ • y) =
∑((

α jαl − nO(ui)
)
βi + nO

(
− αiui + u jul, vi

))
=

∑(
α jαlβi − nO(ui)βi − αinO(ui, vi + tO(u julvi)

)
,

which proves the first equation of (5.9.7), while the second one follows from
(5.9.6).

In order to prove (5a.8), we apply (5a.2) and (5.8.4) to compute

x • x♯ =
∑((

αi[α jαl − nO(ui)] +
1
2

nO(u j,−α ju j + ului) +
1
2

nO(ul,−αlul + uiu j)
)
eii

+
1
2
(
(α j + αl)[−αiui + u jul] + [αlαi − nO(u j) + αiα j − nO(ul)]ui

+ u j[−αlul + uiu j] + [−α ju j + ului]ul
)
[ jl]

)
.

Since the conjugation of O is an involution and (uiu j)ū j = nO(u j)ui, ūl(ului) =
nO(ul)ui by Exc. 1.18 (c), we conclude

x • x♯ =
∑(

α1α2α3 −

3∑
r=1

αrnO(ur) + tO(u1u2u3)
)
eii = N(x)13,

and plugging in (5a.6) gives (5a.8).
Finally, differentiating x3 = (x • x) • x at x in the direction y, we find (y •

x) • x + (x • y) • x + (x • x) • y = 2x • (x • y) + x2 • y. Performing the same
procedure on the right-hand side of (5a.8), we therefore get (5a.9).
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5.16 We have Her1(O) � R+, while Her2(O) sits in the euclidean Albert alge-
bra via

Her2(O) �
{ 
α1 u3 0
ū3 α2 0
0 0 0

 | α1, α2 ∈ R, u3 ∈ O
}

as a non-unital subalgebra. By Thm. 5.10, therefore, Hern(O) is a Jordan al-
gebra for 1 ≤ n ≤ 3. It remains to show that it is not a Jordan algebra for
n ≥ 4. We begin by differentiating the Jordan identity u(u2v) = u2(uv) at u in
the direction w and obtain

w(u2v) + 2u
(
(uw)v

)
= 2(uw)(uv) + u2(wv).

Differentiating at u again, this time in the direction x, changing notation and
rearranging terms, we end up with the fully linearized Jordan identity, which
therefore holds in arbitrary real Jordan algebras.

Now consider the commutative real algebra J := Hern(O) for some integer
n ≥ 4. For 1 ≤ i, j, l,m ≤ n satisfying i , j, l , m and u, v ∈ O, we will make
use of the obvious relations

eii • u[lm] =
1
2

(δil + δim)u[lm] = u[lm] • eii,

u[i j] = ū[ ji],

u[i j] • v[ jl] =
1
2

(uv)[il] ( j , l , i),

u[i j] • v[lm] = 0 ({i, j} ∩ {l,m} = ∅).

Assuming now J is a Jordan algebra, we combine the preceding relations with
the fully linearized Jordan identity and conclude

1
4
(
(uv)w

)
[14] =

(
u[12] • v[23]

)
•
(
(e33 + e44) • w[34]

)
= −

(
v[23] • (e33 + e44)

)
•
(
u[12] • w[34]

)
−

(
(e33 + e44) • u[12]

)
•
(
v[23] • w[34]

)
+ u[12] •

((
v[23] • (e33 + e44)

)
• w[34]

)
+ v[23] •

((
(e33 + e44) • u[12]

)
• w[34]

)
+ (e33 + e44) •

(
(u[12] • v[23]) • w[34]

)
=

1
8
(
u(vw)

)
[14] +

1
8
(
(uv)w

)
[14].

Thus we obtain the contradiction that O is associative. Hence J cannot be a
Jordan algebra.

5.17 (a) By hypothesis, deg(µx) = dimR(R[x]) = 3. Hence µ := det(t1R[x]−L0
x)

is monic of degree 3 as well. Moreover, µ(x) = µ(L0
x)13 = 0, which proves the

first assertion. The remaining ones now follow from (5.13.1).
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(b) Using the polynomial map

f : J −→
3∧

(J), x 7−→ 13 ∧ x ∧ x2,

we consider the set X of all septuples

(α0, α1, α2, β0, β1, β2, x) ∈ R6 × J (s1)

such that, setting u :=
∑2

r=0 αr xr, v :=
∑2

r=0 βr xr, the quantities f (x), f (u), f (v), f (u•
v) are all different from zero. Note that this condition is equivalent to R[x] =
R[u] = R[v] = R[u • v] having dimension 3. We claim that X ⊆ R6 × J, which
is obviously Zariski-open, is also not empty, hence Zariski-dense. Indeed, let
ξi, ηi, ζi ∈ R for i = 1, 2, 3 such that the sets

{ξ1, ξ2, ξ3}, {η1, η2, η3}, {ζ1, ζ2, ζ3}, {η1ζ1, η2ζ2, η3ζ3}

all have cardinality 3. Setting x :=
∑
ξieii, u :=

∑
ηieii, v :=

∑
ζieii, we

conclude R[x] = R[u] = R[v] = R[u • v] =
∑
Reii, allowing us to write

u =
∑2

r=0 αr xr, v =
∑2

r=0 βr xr for some αr, βr ∈ R, 0 ≤ r ≤ 2, and it follows
that the quantity (s1) belongs to X.

Hence it suffices to prove the first claim under the additional hypothesis that
R[x] = R[u] = R[v] = R[u • v] is three-dimensional. But then, since R[x] is
commutative associative, (a) gives

N(u • v) = det(L0
u•v) = det(L0

uL0
v) = det(L0

u) det(L0
v) = N(u)N(v).

It remains to show that the equation N(x • y) = N(x)N(y) does not hold for all
x, y ∈ J. To this end, put

x :=
∑

αieii, y :=
∑

vi[ jl] (αi ∈ R, vi ∈ D, 1 ≤ i ≤ 3).

Then (5.8.2) and (5a.2) imply

N(x) = α1α2α3,

N(y) = tD(v1v2v3),

x • y =
1
2

∑
(α j + αl)vi[ jl]

hence

N(x • y) =
1
8

(α2 + α3)(α3 + α1)(α1 + α2)tD(v1v2v3),

which in general will be distinct from N(x)N(y) = α1α2α3tD(v1v2v3).
(c) If x is invertible in J, then, by definition, it is so in R[x], and x−1 ∈ R[x]

satisfies x• x−1 = 13. Now (b) implies N(x)N(x−1) = 1, hence N(x) , 0 as well
as N(x−1) = N(x)−1. Conversely, let N(x) , 0. Combining (5a.6) with (5a.8),
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we obtain x♯ ∈ R[x] and x • x♯ = N(x)13. But this implies x • y = 13 with
y := N(x)−1x♯ ∈ R[x], so x is invertible in J, and the inverse has the desired
form.

(d) By Zariski density and (c), it suffices to prove both identities for x in-
vertible. Taking norms on both sides of the displayed equation in (c), we obtain
N(x)−1 = N(x−1) = N(x)−3N(x♯), hence N(x♯) = N(x)2. In particular, x♯ is in-
vertible with inverse x♯−1 = N(x♯)−1x♯♯ = N(x)−2x♯♯. Hence

x = (x−1)−1 =
(
N(x)−1x♯

)−1
= N(x)x♯−1 = N(x)−1x♯♯,

and also the adjoint identity follows.

5.18 First let φ be an automorphism of J. Then φ fixes 13 and in order to
prove N(φ(x)) = N(x) for x ∈ J, we may assume, by Zariski densitiy, that
13 ∧ x ∧ x2 , 0 in

∧3(J). Since φ preserves powers, (5a.8) implies

T (x)φ(x)2 − S (x)φ(x) + N(x)13 = φ(x3) = φ(x)3

= T
(
φ(x)

)
φ(x)2 − S

(
φ(x)

)
φ(x) + N

(
φ(x)

)
13,

and since 13, φ(x), φ(x)2 are linearly independent, we conclude N(φ(x)) =
N(x), as claimed.

Conversely, suppose φ preserves 13 and N. Then φ also preserves the direc-
tional derivative of N at x in the direction y, i.e., in view (5a.7) we have

T
(
φ(x)♯ • φ(y

)
= DN

(
φ(x)

)(
φ(y)

)
= DN(x)(y) = T (x♯ • y). (s1)

Setting x = 13 implies T ◦φ = T , while setting y = 13 implies S ◦φ = S . Taking
traces in (5a.6), on the other hand, we conclude T (x2) = T (x)2−2S (x). Replac-
ing x by φ(x) and applying what we have just proved yields T (φ(x)2) = T (x2),
hence T (φ(x) • φ(y)) = T (x • y) after linearization. Substituting x♯ for x and
combining with (s1), we deduce T (φ(x)♯ • φ(y)) = T (x♯ • y) = T (φ(x♯) • φ(y)).
But (5a.3) shows that the bilinear form T (x • y) is positive definite, hence non-
degenerate, and we conclude that φ preserves adjoints. By (5a.6), therefore,
φ preserves squares, and since the algebra J is commutative, it must be an
isomorphism.

As to the second part, the linear map φ is clearly bijective and preserves the
unit. Assume that φ is an automorphism of J. Then (5a.1) yields

e22 + e33 = φ(1D[23]2) = φ(1D[23])2 = u−1[23]2 = nD(u)−1(e22 + e33),

and we conclude nD(u) = 1. Conversely, let this be so. By the first part of the
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problem, it suffices to show that φ preserves the norm. To this end, we compute

N
(
φ(x)

)
= N

(∑
αieii + (u−1u1)[23] + (u2u−1)[31] + (uu3u)[12]

)
= α1α2α3 − α1nD(u−1u1) − α2nD(u2u−1) − α3nD(uu3u) +

tD
(
(u−1u1)(u2u−1)(uu3u)

)
.

But u has norm 1, nD permits composition, and the Moufang identities (Exc. 1.19)
combined with Exc. 1.18 (b), (c) give

tD
(
(u−1u1)(u2u−1)(uu3u)

)
= tD

((
u−1(u1u2)u−1)(uu3u

))
= tD

(
u−1((u1u2)[u−1(uu3u)]

))
= tD

(
u−1((u1u2)(u3u)

))
= tD

((
u−1(u1u2)

)
(u3u)

)
= tD

((
[u−1(u1u2)]u3

)
u
)
= tD

(
u
(
[u−1(u1u2)]u3

))
= tD

((
u[ū(u1u2)]

)
u3

)
= tD(u1u2u3).

Hence N(φ(x)) = N(x), and the problem is solved.

Solutions for Section 6

6.12 (a) This follows by a straightforward computation.
(b) Linearizing (5a.6) and applying (5a.5), we obtain

x × y = 2x • y − T (x)y − T (y)x + T (x)T (y)13 − T (x • y)13,

and combining this with (5a.6), (5a.7), (5a.9) yields

x♯ × y = 2x♯ • y − T (x♯)y − T (y)x♯ + T (x♯)T (y)13 − T (x♯ • y)13

= 2x2 • y − 2T (x)x • y + 2S (x)y − S (x)y − T (y)x♯ + S (x)T (y)13 − DN(x)(y)13

= 2x2 • y − 2T (x)x • y + S (x)y − T (y)x2 + T (x)T (y)x − S (x)T (y)13

+ S (x)T (y)13 − x2 • y + 2T (x)x • y + T (y)x2 − S (x)y − S (x, y)x − 2x • (x • y)

= − Uxy + T (x • y)x,

as claimed.

6.13 Let A, B be commutative real algebras and φ : A → B a linear map. If φ
is a homomorphism, then it clearly preserves squares. Conversely, let this be
so. Then φ(x2) = φ(x)2 for all x ∈ A, and linearizing gives

φ(xy) =
1
2

(
φ
(
(x+y)2− x2−y2)) = 1

2

((
φ(x)+φ(y)

)2
−φ(x)2−φ(y)2

)
= φ(x)φ(y).
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Thus φ is a homomorphism.
Now define the left multiplication ofO as the linear map L : O+ → EndR(O)+

sending x ∈ O+ to Lx : O → O, y 7→ xy. Since Lx2 = L2
x for all x ∈ O by 1.7, L

preserves squares and hence is a homomorphism of commutative algebras. It is
also injective since Lx = 0 implies x = Lx1O = 0. Thus L maps O+ isomorphi-
cally onto a subalgebra of EndR(O)+, and we conclude from 5.7 (a) that O+ is
a special Jordan algebra. As in Exc. 6.12 (a), the verification of the formula for
the U-operator is straightforward: for x, y ∈ O we obtain, using alternativity
1.7,

Uxy = 2x • (x • y) − x2 • y =
1
2
(
x(xy + yx) + (xy + yx)x − x2y − yx2)

=
1
2
(
x(xy) − x2y + x(yx) + (xy)x + (yx)x − yx2) = xyx,

as claimed. Finally, the Jordan algebra O+ is not euclidean since, given a
Cartan-Shouten basis (ui)0≤i≤7 of O, we have 12

O + u2
i = 0 for i = 1, . . . , 7.

6.14 For 0 ≤ i ≤ n we have e0 • ei =
1
2 (1Aei + ei1A) = ei. Now let 1 ≤ i, j ≤ n,

i , j. By orthnormality, ei has trace 0 and norm 1, which by (1.6.10) implies
ei • ei = e2

i = −1A = −e0, while (1.6.12) implies

ei • e j =
1
2

ei ◦ e j =
1
2
(
tD(ei)e j + tD(e j)ei − nD(ei, e j)

)
= 0.

Thus Λ is closed under the multiplication of D+ and hence is a linear Z-
structure of that algebra. But note that, in general, Λ will not be closed under
the multiplication of D. Finally, by Ex. 3.16 and Exc. 2.8, the Gaussian inte-
gers of D are the Z-linear span of some orthonormal basis of D, yielding the
final assertion of the problem.

6.15 Exc. 5.17 (b) implies N(c) = N(c2) = N(c)2, hence N(c) ∈ {0, 1}. If
N(c) = 1, then c is invertible (Exc. 5.17 (c)), and the relations 13 − c ∈ R[c],
c(13 − c) = 0 yield c = 13, a contradiction. Thus N(c) = 0. Using this and
(5a.8), we deduce c = c3 = (T (c) − S (c))c, hence

S (c) = T (c) − 1. (s1)

Now (5a.6) yields c♯ = (1−T (c))c+S (c)13 = S (c)(13−c), hence S (c) = T (c♯) =
S (c)(3−T (c)) = −S (c)2 + 2S (c). Thus S (c)2 = S (c), forcing S (c) ∈ {0, 1}, and
(s1) implies the assertion.

6.16 Setting

x =
∑(

αieii + ui[ jl]
)
, y =

∑(
βieii + vi[ jl]

)
with αi, βi ∈ R, ui, vi ∈ D, 1 ≤ i ≤ 3 and applying (5.8.2), (5.8.3), (5a.3) and
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the fact that the expression tO(uvw) = nO(uv,w) remains invariant under cyclic
permutations of the variables, we compute

N(x + y) = (α1 + β1)(α2 + β2)(α3 + β3) −
∑

(αi + βi)nO(ui + vi)

+ tO
(
(u1 + v1)(u2 + v2)(u3 + v3)

)
= α1α2α3 +

∑
α jαlβi +

∑
αiβ jβl + β1β2β3

−
∑(

αinO(ui) + αinO(ui, vi) + αinO(vi) + βinO(ui) + βinO(ui, vi)

+ βinO(vi)
)
+ tO(u1u2u3) +

∑
tO(u julvi) +

∑
tO(uiv jvl) + tO(v1v2v3)

=
(
α1α2α3 −

∑
αinO(ui) + tO(u1u2u3)

)
+

∑((
α jαl − nO(ui)

)
βi + nO(−αiui + u jul, vi)

)
+

∑(
αi

(
β jβl − nO(vi)

)
+ nO(ui,−βivi + v jvl)

)
+

(
β1β2β3 −

∑
βinO(vi) + tO(v1v2v3)

)
= N(x) + T (x♯ • y) + T (x • y♯) + N(y),

as desired.
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Solutions for Section 7

7.12 For x ∈ A and ε = ±, we put

Mε(x) := {y ∈ A | f (xy) = ε f (x) f (y)},

which is a submodule of A. By hypothesis we have A = M+(x) ∪ M−(x), so
some ε = ± has Mε(x) = A. Now put

Nε := {x ∈ A | ∀y ∈ A : f (xy) = ε f (x) f (y)} = {x ∈ A | Mε(x) = A},

which is again a submodule of A, and from what we have just proved, we
obtain A = N+ ∪ N−. This gives Nε = A for some ε = ±, and if ε = + (resp.
ε = −), f (resp. − f ) is a homomorphism from A to B.

7.13 For any subset X ⊆ A and any homomorphism φ : A → B of k-algebras,
one makes the following observations by straightforward induction:

(a) φ(Monm(X)) = Monm(φ(X)) for all integers m > 0.
(b) Monm(Y) ⊆ Monmn(X) for all Y ⊆ Monn(X) and all integers m, n > 0.

If x ∈ A is nilpotent, then (a) implies that φ(x) ∈ B is nilpotent. Hence if A is nil,
so are I and A′ := A/I. Conversely, suppose I and A′ are nil. Writing π : A →
A′ for the canonical epimorphism, any x ∈ A makes π(x) ∈ A′ nilpotent, so by
(a), Monn({x}) meets I for some integer n > 0. But since I is nil, we conclude
that some y ∈ Monn({x}) is nilpotent, leading to a positive integer m such that
0 ∈ Monmn({x}) by (b). Thus x is nilpotent, forcing A to be a nil algebra. Now
write n := Nil(A) for the sum of all nil ideals in A. Given x ∈ n, there are
finitely many nil ideals n1, . . . , nr ⊆ A such that x ∈ n1 + · · ·+nr. Thus we only
have to show that the sum of finitely many nil ideals in A is nil. Arguing by
induction, we are actually reduced to the case r = 2. But then the isomorphism

30
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(n1+n2)/n1 � n2/(n1∩n2) combines with what we have proved earlier to yield
the assertion. To establish the final statement of the problem, we require the
following standard result.

Lemma. Every finitely generated nil ideal I ⊆ k is nilpotent, i.e., there exists
a positive integer n such that In = {0}.

Proof Assume α1, . . . , αm ∈ I generate I as an ideal and let p ∈ Z, p > 0,
satisfy αp

i = 0 for all i = 1, . . . ,m. For any positive integer n, the ideal In ⊆ k
is generated by the expressions αi1 · · ·αin , where 1 ≤ i1 ≤ · · · ≤ in ≤ m. If for
all i = 1, . . . ,m,

qi := |{ j ∈ Z|1 ≤ j ≤ n, i j = i}| ≤ p − 1,

then n =
∑m

i=1 qi ≤ m(p − 1). Thus for n > m(p − 1), some i = 1, . . . ,m has
qi ≥ p. But this implies first αi1 · · ·αin = 0 and then In = {0}. □

Since Nil(k)A ⊆ A is an ideal, it suffices to show that it consists entirely of
nilpotent elements, so let x ∈ Nil(k)A. Then x ∈ IA for some finitely generated
nil ideal I ⊆ A, and the lemma implies xn ∈ InA = {0} for some positive integer
n. The assertion follows.

7.14 (a) Since xn is a linear combination of powers xi, d ≤ i < n, the k-module
kd[x] is finitely generated. Moreover, right multiplication by x in the power
associative algebra A gives a linear map φ : kd[x] → kd[x] whose image is
kd+1[x]. But kd+1[x] = kd[x] since αd ∈ k×. Therefore, φ is surjective, hence
bijective (by Prop. 7.11), and so is φd. This proves existence and uniqueness of
c ∈ kd[x] satisfying cxd = xd, and the relation c2xd = c(cxd) = cxd shows that
c is an idempotent.

(b) Let x ∈ A be a pre-image of c′ under φ. Then x2 − x is nilpotent, so
some integer n > 0 has 0 = (x2 − x)n = x2n − · · · + (−1)nxn. Now (a) yields
an idempotent c ∈ kn[x] satisfying cxn = xn. Writing ū := φ(u) for u ∈ A, we
conclude c̄c′ = c̄c′n = c̄x̄n = x̄n = c′. On the other hand, c =

∑
i≥n αixi for some

scalars αi ∈ k, i ≥ n, so with α :=
∑

i≥n αi we obtain c̄ = ᾱc′ = ᾱc′2 = c̄c′ = c′.

Solutions for Section 8

8.10 If I j are ideals in A j for 1 ≤ j ≤ n, then I := I1 × · · · × In is an ideal in A
since AI + IA =

∏
j(A jI j + I jA j) ⊆

∏
j I j = I. Conversely, let I be an ideal in A

and e j the identity element of A j for 1 ≤ j ≤ n. If we identify A j ⊆ A through
the j-th factor, then I j = e jI = Ie j is clearly an ideal in A j such that I =

∏
j I j.
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The assertion fails without the assumption that A be unital: suppose the A j

have trivial multiplication. Then so has A, and any decomposition of A into the
direct product of n submodules not related to the A j in any way is a decompo-
sition into a direct product of ideals.

To complete the solution, let us assume that the A j, 1 ≤ j ≤ n, are simple k-
algebras. By the first part of the exercise, the ideals of A have the form

∏n
j=1 I j,

where either I j = A j or I j = {0}, for all j = 1, . . . , n. Hence the A j, 1 ≤ j ≤ n,
are precisely the minimal ideals of A. This description being independent of
the decomposition chosen, the assertion follows.

8.11 (a) The polynomials µ1, . . . , µr have greatest common divisor 1. Hence
f1, . . . , fr ∈ F[t] with the desired properties exist. We therefore conclude∑r

i=1 ci = 1A. Moreover, for 1 ≤ i, j ≤ r, i , j, the polynomial µiµ j is a multiple
of µx, hence kills x. This proves cic j = 0 and then ci = ci1A =

∑r
l=1 cicl = c2

i .
Thus (c1, . . . , cr) is a complete orthogonal system of idempotents in R := F[x].
Now put

v := x −
r∑

i=1

αici =

r∑
i=1

(x − αi1A)ci ∈ R. (s1)

Then the first relation of (2) (in the exercise) trivially holds and

vn =

r∑
i=1

(x − αi1A)nci =
( r∑

i=1

(t − αi)nµi fi
)
(x).

For 1 ≤ i ≤ r,

(t − αi)nµi fi = (t − αi)niµi(t − αi)n−ni fi = µx(t − αi)n−ni fi

is a multiple of µx and hence kills x. This shows vn = 0, and the proof of (2)
(in the exercise) is complete.

(b) For I ⊆ {1, . . . , r}, the quantity cI is clearly an idempotent in R. Con-
versely, let c be an idempotent in R. Then c = f (x) for some f ∈ F[t]. Since R
is commutative associative, we have

Nil(R) = {u ∈ R | u is nilpotent}. (s2)

Hence (2) (in the exercise) implies, for all m ∈ N,

xm =

m∑
i=1

αm
i ci + vm, vm ∈ Nil(R)

and then

g(x) =
r∑

i=1

g(αi)ci + vg, vg ∈ Nil(R),



Section 8 33

for all g ∈ F[t]. In particular, setting βi := f (αi) for 1 ≤ i ≤ r,

c = f (x) =
r∑

i=1

βici + v f , c2 = f 2(x) =
r∑

i=1

β2
i ci + v f 2 .

But c = c2, so
∑

(β2
i − βi)ci = v f 2 − v f is nilpotent, which obviously implies

β2
i = βi, hence βi ∈ {0, 1} for 1 ≤ i ≤ r. Put

I := {i ∈ Z | 1 ≤ i ≤ r, βi = 1}.

Then, setting w := v f ∈ Nil(R),

cI + w = c = c2 = cI + 2cIw + w2,

and we conclude

(1A − 2cI)w = w2, (1A − 2cI)2 = 1A. (s3)

In particular, 1A − 2cI is invertible in R. Let m ∈ Z satisfy m ≥ 1 and wm =

0 , wm−1. Assuming m ≥ 2, we conclude from (s3) (in the solution) that
(1− 2cI)wm−1 = wm = 0, hence wm−1 = 0, a contradiction. Thus m = 1, forcing
w = 0 and c = cI .

(c) (i)⇒ (ii). Let 1 ≤ i ≤ r and put v := ((t − αi)µi)(x) ∈ R. Then

vni =
(
(t − αi)niµni

i
)
(x) = (µxµ

ni−1
i )(x) = 0,

and (i) implies v = 0.Thus µx = (t − αi)niµi divides (t − αi)µi, forcing ni = 1
since µi is not divisible by t − αi.

(ii)⇒ (iii). This follows immediately from (2) (in the exercise).
(iii)⇒ (i). Let v ∈ Nil(R). Then

v = f (x) =
r∑

i=1

f (αi)ci

for some f ∈ F[t] is nilpotent, which can happen only if f (α1) = · · · = f (αr) =
0 and hence amounts to v = 0.

(d) Write µx =
∑d

j=0 γ jt j with d =
∑r

i=1 ni and γ0, . . . , γd ∈ F. Then the con-
dition αi , 0 for all i = 1, . . . , r is equivalent to γ0 = µx(0) , 0, hence implies
xy = 1A with y = −γ−1

0
∑d

j=1 γ jx j−1 ∈ R, so x is invertible in R. Conversely, let
this be so and assume γ0 = 0. Then x

∑d
j=1 γ jx j−1 = µx(x) = 0, and since x is

invertible in R, the polynomial
∑d

j=1 γ jt j−1 ∈ F[t] of degree at most d − 1 kills
x, in contradiction to µx being the minimum polynomial of x. Thus γ0 , 0.

(e) Let βi ∈ F× satisfy β2
i = αi for 1 ≤ i ≤ r. Setting z :=

∑r
i=1 βici, we obtain

z−2x = 1A + w, for some w ∈ Nil(R). Thus we may assume x = 1A + w and
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wm = 0 , wm−1 for some positive integer m. The case m = 1 being obvious,
we may actually assume m ≥ 2. Let

y =
m−1∑
j=0

γ jw j ∈ R (γ0 . . . , γm−1 ∈ F).

The minimum polynomial of w is tm, and we conclude that 1A,w, . . . ,wm−1 are
linearly independent over F. Hence y2 = x if and only if

1A + w =
m−1∑
j=0

( j∑
l=0

γlγ j−l
)
w j,

which in turn is equivalent to

γ2
0 = 2γ0γ1 = 1,

j∑
l=0

γlγ j−l = 0 (2 ≤ j < m).

This system of quadratic equations can be solved recursively by

γ0 = 1, γ1 =
1
2
, γ j = −

1
2

j−1∑
l=1

γlγ j−l (2 ≤ j < m).

This proves the assertion.

0.1 Remark. The equation y2 = x = 1A + w, w ∈ R nilpotent, can be solved
more concisely by

y =
∞∑

l=0

( 1
2

l

)
wl,

combined with the observation that
( 1

2
l

)
∈ Q has exact denominator a power of

2 (depending on l).

8.12 We write D (resp. E) for the set of decompositions of A into the direct
sum of n complementary ideals (resp. of complete orthogonal systems of n
central idempotents) in A. Let (e j)1≤ j≤n ∈ E. For 1 ≤ j, l ≤ n, centrality implies
(Ae j)(Ael) = A2(e jel), which is zero for j , l and Ae j for j = l. Moreover,
x =

∑
xe j ∈

∑
Ae j for every x ∈ A, and given x j ∈ A for 1 ≤ j ≤ n satisfying∑

x je j = 0, we multiply with el, 1 ≤ l ≤ n, and deduce xlel = 0. All this boils
down to A = (Ae1)⊕ · · · ⊕ (Aen) as a direct sum of ideals. Thus the assignment
(e j) 7→ (Ae j) gives a map from E to D.

Conversely, let (I j)1≤ j≤n ∈ D. Then each I j, 1 ≤ j ≤ n, is a unital k-algebra
in its own right, and setting e j := 1A j , we deduce

∑
e j = 1A, e jel = δ jle j for

1 ≤ j, l ≤ n, so (e j)1≤ j≤n is a complete orthogonal system of idempotents in
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A, which are clearly central since Cent(A) = Cent(I1) ⊕ · · · ⊕ Cent(In) as a
direct sum of ideals. Thus the assignment (I j)1≤ j≤n 7→ (e j)1≤ j≤n determines a
map from D to E, and it is readily checked that the two maps constructed are
inverse to each other.

8.13 (a) (i) ⇒ (ii). Let d ∈ Rc be a non-zero idempotent. Then cd = d and
c = d + d′, where d′ := c − d ∈ Rc is an idempotent orthogonal to d. Since c is
primitive, this implies d′ = 0, i.e., d = c.

(ii)⇒ (iii). Suppose x ∈ Rc is not nilpotent. Since F is a field, we conclude
from Exc. 7.14 (a) that F1[x] ⊆ Rc contains a non-zero idempotent. By (ii),
therefore, c ∈ F1[x], and there are n ∈ Z, n > 0, as well as α1, . . . , αn ∈ F
satisfying c =

∑n
i=1 αixi = xy, y := α1c+

∑n−1
i=1 αi+1xi ∈ Rc. Hence x is invertible

in Rc.
(iii) ⇒ (i). Assume c1, c2 ∈ R are non-zero orthogonal idempotents having

c = c1 + c2. Then cci = ci, hence ci ∈ Rc, for i = 1, 2. But ci, being a non-zero
idempotent, cannot be nilpotent. By (iii), therefore, ci is invertible in Rc, which
contradicts the relation c1c2 = 0.

(b) Non-zero orthogonal idempotents are linearly independent. Hence, as
R is finite-dimensional over F, there exists a unique maximal number n such
that c splits into the orthogonal sum of n non-zero idempotents: c =

∑n
i=1 ci.

Assume cn, say, is not primitive. Then cn = dn + dn+1, for some non-zero or-
thogonal idempotents dn, dn+1. For 1 ≤ i < n and j = n, n + 1, we conclude
cid j = cicnd j = 0, and c =

∑n−1
i=1 ci + dn + dn+1 decomposes into the orthog-

onal sum of n + 1 non-zero idempotents, a contradiction. Thus cn, hence (by
symmetry) each ci, 1 ≤ i ≤ n, is primitive.

(c) Let c, d ∈ R be distinct primitive idempotents. Then cd ∈ Rc ∩ Rd is an
idempotent. Assuming cd , 0, condition (ii) in (a) would imply c = cd = d,
a contradiction. Hence cd = 0. Summing up, the primitive idempotents of R
are mutually orthogonal and thus finite in number since R is finite-dimensional
over F. We may therefore form the orthogonal system (c1, . . . , cn) of all prim-
itive idempotents in R. Put c :=

∑n
i=1 ci and R0 := {x ∈ R | cx = 0}. Then

Exc. 8.12 implies

R = Rc ⊕ R0 =

n⊕
i=1

Rci ⊕ R0 (s1)

as direct sums of ideals. Assuming R0 , {0}, Exc. 7.14 would yield a non-zero
idempotent in R0, hence also a primitive one by (b). Using (s1), one checks
that a primitive idempotent in R0 stays primitive in R, and we have arrived at
a contradiction. Thus R0 = {0}, i.e., R is unital with identity element c. From
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condition (iii) in (a) we conclude that Ki := Rci (1 ≤ i ≤ n) are finite algebraic
field extensions of F, and (s1) yields R �

∏n
i=1 Ki.

8.14 Let (ci)i∈I be an orthogonal system of non-zero idempotents in R, indexed
by an infinite set I. Pick a countably infinite ascending chain

I0 ⊂ I1 ⊂ · · · ⊂ In ⊂ In+1 ⊂ · · ·

of finite subsets of I and put an :=
∑

i∈In
Rci for all n ∈ N. Then

a0 ⊂ a1 ⊂ · · · ⊂ an ⊂ an+1 ⊂ · · ·

is a countably infinite ascending chain of ideals in R. If R were finitely gener-
ated as a k-algebra, it would be noetherian (since k is) and the aforementioned
chain would become stationary eventually, a contradiction.

8.15 For 1 ≤ i, j, l,m, p, q ≤ n, a straightforward verification shows

[aei j, belm, cepq] = δ jlδmp[a, b, c]eiq, (s1)

[aei j, belm] = δ jl(ab)eim − δim(ba)el j. (s2)

The inclusion Matn(Nuc(A)) ⊆ Nuc(Matn(A)) follows immediately from (s1).
Conversely, let x = (ai j) =

∑
ai jei j ∈ Nuc(Matn(A)). Then (s1) for m = p

implies 0 = [x, belm, cmp] =
∑

i[ail, b, c]eiq, hence [ail, A, A] = {0}. Similarly,
0 = [belm, cemq, x] =

∑
j[b, c, aq j]el j, forcing [A, A, aq j] = {0}. And, finally,

0 = [belm, x, cepq] = [b, amp, c]elq implies [b, amp, c] = 0. Summing up, we
conclude ai j ∈ Nuc(A) for 1 ≤ i, j ≤ n, solving the first part of the problem.

Concerning the second one, let x = (ai j) =
∑

ai jei j ∈ Cent(Matn(A)). By the
first part, ai j ∈ Nuc(A) for 1 ≤ i, j ≤ n. Moreover, (s2) for l = m yields 0 =
[x, ell] =

∑
i aileil−

∑
j al jel j, hence ai j = 0 for 1 ≤ i, j ≤ n, i , j. Now let l , m

in (s2). Then [x, belm] = (allb)elm − (bamm)elm, forcing all = amm ∈ Cent(A),
and we conclude x ∈ Cent(A)1n. Conversely, it is clear that every element of
Cent(A)1n belongs to Cent(Matn(A)).

8.16 Let D be a finite-dimensional non-associative division algebra over F
and suppose D has dimension n > 1. Picking linearly independent vectors
x, y ∈ D, the polynomial det(Lx+ty) ∈ F[t] has degree n, hence a root α ∈ F.
But then left multiplication by the non-zero element x+αy ∈ D is not bijective,
contradicting the property of D being a division algebra. Thus n = 1, and
we conclude D = Fe for some non-zero element e ∈ D. Therefore e2 = αe
for some α ∈ F×, and it is readily checked that F → D, ξ 7→ α−1ξe is an
isomorphism of F-algebras.
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Solutions for Section 9

9.24 Let m, n ∈ Z such that u := mx + ny ∈ Nuc(A). Then 0 = [u, x, x] =
m(x2x − xx2) + n((yx)x − yx2) = 2m(x − x) − 2ny = −2ny, hence n = 0,
and 0 = [u, x, y] = m(x2y − x(xy)) = 2my, hence m = 0. Thus Cent(A) =
Nuc(A) = Z1A; in particular, A is central. On the other hand, passing to the base
change AR, R = Z/2Z, which by 9.3 agrees with A/2A, and setting ū := uR for
u ∈ A, we conclude that 1Ā, x̄, ȳ is an R-basis of AR with multiplication table
x̄2 = x̄ȳ = ȳx̄ = ȳ2 = 0. It follows from this at once that AR is commutative
associative, so while Cent(AR) = Nuc(AR) = AR is a free R-module of rank 3,
(Cent(A))R = (Nuc(A))R = R1Ā is a free R-module of rank 1.

9.25 (a): Suppose 0 , x ∈ A. If y ∈ A is such that 0 = xy, then y = 0 by
hypothesis on A. That is, the linear transformation Lx : A → A is injective.
Since A is finite-dimensional, Lx is bijective. Similarly, Rx is bijective. This
verifies the claim.

(b): Since F(t) ⊂ F((t)), AF(t) ⊂ AF((t)), so it suffices to treat the case K =
F((t)).

Since A is a division algebra, it has no zero divisors. Applying Exc. 18.21
with k = F and R = F[[t]], we find that AR has no zero divisors.

Every element of AK can be written as at−m for some a ∈ AR and m ≥ 0.
Suppose bt−n ∈ AK for b ∈ AR and n ≥ 0 is such that 0 = (at−m)(bt−n). Then
0 = (ab)t−m−n, i.e., ab = 0 in AR, so a = 0 or b = 0, ergo at−m = 0 or bt−n = 0.

9.26 Put p for the prime ideal that is the kernel of the unit morphism ϑ : k → K.
By hypothesis, there is a prime ideal p′ ∈ Spec(k′) such that p = ϑ−1(p′). This
provides a commutative diagram as in (9.5.6) and in particular the field k(p) is
contained in both K and k′(p′). It suffices to take K′ to be any field containing
both K and k′(p′) (called a “compositum” of the two fields), which exists by
an argument as in [15, p. 552].

9.27 We proceed in several steps.

1◦. Let can = cank,k(p) : k → k(p), α 7→ α(p), be the natural map. Then the
diagram

k can
//

φ

��

k(p)

φ(p)
��

k′
can(p)
// k′(p)
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commutes since

φ(p) ◦ can(α) = (φ ⊗ 1k(p))
(
1 ⊗ α(p)

)
= 1k′ ⊗ α(p) = 1k′ ⊗ (α · 1k(p))

= (α · 1k′ ) ⊗ 1k(p) = φ(α) ⊗ 1k(p) = φ(α)(p) = can(p) ◦ φ(α)

for all α ∈ k. Applying the contra-variant functor Spec to this diagram, we
conclude that also

Spec
(
k′(p)

)
Spec(can(p))

//

Spec(φ(p))
��

Spec(k′)

Spec(φ)

��
Spec

(
k(p)

)
Spec(can)

// Spec(k)

commutes. But Spec(k(p)) consists of a single point sent by Spec(can) to can−1({0}) =
Ker(can) = p. Hence the image of Spec(can(p)) belongs to the fiber Spec(φ)−1(p).
Thus Spec(can(p)) induces canonically a continuous map

Ψ : Spec
(
k′(p)

)
−→ Spec(φ)−1(p).

2◦. Let p′ ∈ Spec(φ)−1(p). Then φ−1(p′) = p, and consulting (9.5.6), we find
a unique homomorphism

σp′ : k′(p) −→ k′(p′)

of k(p)-algebras making a commutative diagram

k
φ //

canp

��

k′
can(p) //

canp′

��

k′(p)

σp′

��

kp
φ′ //

ϱ(p)

��

k′
p′

ϱ(p′)

��
k(p)

φ̄
// k′(p′).

(s1)

Thus Ker(σp′ ) ∈ Spec(k′(p)), and we obtain a map

Φ : Spec(φ)−1(p) −→ Spec
(
k′(p)

)
given by

Φ(p′) := Ker(σp′ ) (p′ ∈ Spec(φ)−1(p)).

The definitions and (s1) imply

Ψ◦Φ(p′) = can(p)−1(σ−1
p′ ({0})

)
=

(
σp′◦can(p)−1)({0}) = {α′ ∈ k′ | α′(p′) = 0} = p′
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for all p′ ∈ Spec(φ)−1(p), hence Ψ ◦ Φ = 1Spec(φ)−1(p).

3◦. Let q ∈ Spec(k′(p)). Then

Φ ◦ Ψ(q) = Φ(p′) = Ker(σp′ ), p
′ := can(p)−1(q) ∈ Spec(φ)−1(p).

By (9.5.6) again, we obtain a diagram

k
φ //

canp

��

k′
can(p) //

canp′

��

k′(p)

σp′
jj

canq
��

kp
φ′ //

ϱ(p)

��

k′
p′

can(p)′ //

ϱ(p′)

��

(
k′(p)

)
q

ϱ(q)

��
k(p)

φ̄ // k′(p′)
can(p) // k(q)

where the four squares commute. But so does the diagram

k′
can(p) //

ϱ(p′)◦canp′

��

k′(p)

ϱ(q)◦canq
��

σp′{{
k′(p′)

can(p)
// k′(q),

which by (s1) is clear for the upper triangle but holds true also for the lower
one because can(p)◦σp′ and ϱ(q)◦ canq are both k(p)-linear satisfying can(p)◦
σp′ ◦ can(p) = ϱ(q) ◦ canq ◦ can(p), hence can(p) ◦ σp′ = ϱ(q) ◦ canq. Since
can(p) as a field homomorphism is injective, we therefore conclude

Φ ◦ Ψ(q) = Ker(σp′ ) = Ker(can(p) ◦ σp′ ) = Ker
(
ϱ(q) ◦ canq

)
= q.

Summing up we have shown that Ψ is bijective with inverse Φ.

4◦. By 1◦ and 3◦, it remains to show that Φ is continuous, equivalently, that
Ψ is open. In order to see this, we first deduce from (9.4.1) and 9.3 the natural
identifications

k′(p) = (k′ ⊗ kp) ⊗kp (kp/pp) = k′p ⊗kp (kp/pp) = k′p/ppk
′
p

such that, with the natural maps i : k′ → k′p, π : k′p → k′p/ppk
′
p, the triangle

k′

i
��

ψ

&&
k′p π

// k′p/ppk
′
p = k′ ⊗ k(p)
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commutes. The proof will be complete once we have shown

Ψ
(
D
(
π( f /s)

))
= D( f ) ∩ Spec(φ)−1(p) (s2)

for all f ∈ k′, s ∈ k \ p. Let q ∈ Spec(k′(p)) = Spec(k′p/ppk
′
p). Then the chain

of equivalent conditions

q ∈ D
(
π( f /s)

)
⇐⇒ π( f /s) < q ⇐⇒ f /s < π−1(q) (s3)

⇐⇒ f < i−1(π−1(q)
)
= ψ−1(q) ⇐⇒ can(p)−1(q) ∈ D( f )

shows that the left-hand side of (s2) is contained in the right. Conversely, let
p′ ∈ D( f ) ∩ Spec(φ)−1(p). Then q := Ψ−1(p′) ∈ Spec(k′(p)) and can(p)−1(q) =
p′ ∈ D( f ). Consulting (s3), we conclude q ∈ D(π( f /s)), hence p′ = Ψ(q) ∈
Ψ(D(π( f /s))), and the proof of (s2) is complete.

9.28 (a) We may assume χ = 0. Pick p ∈ U. Let u1, . . . , um be a finite set
of generators for the k-module M. For each 1 ≤ i ≤ m, we have ψ(ui)/1 =
ψ(ui)p = ψp(uip) = 0 in Np. Hence there are fi ∈ k \ p such that fiψ(ui) = 0
in N. But this means ψ(ui)/1 = 0 in N fi , which in turn, by 9.6, amounts to
ψq = 0 for all q ∈ ∩m

i=1D( fi) = D( f ) for f = f1 f2 · · · fm. Hence we have shown
p ∈ D( f ) ⊆ U, and U is Zariski-open in X.

(b) Again let u1, . . . , um be a finite set of generators for A as a k-module.
Given i = 1, . . . ,m, we define k-linear maps ψi, χi : A → B by ψi(v) := φ(uiv),
χi(v) := φ(ui)φ(v), v ∈ A. By (a),

Ui := {p ∈ X | ψip = χip}

is Zariski-open in X. Hence so is V =
⋂m

i=1 Ui.

9.29 In the solution to this problem, free use will be made of the formalism
for the Zariski topology as explained, for example, in [4, II, §4.3].

(a) For p ∈ X, the chain of equivalent conditions

p ∈ D(ε)⇐⇒ ε < p⇐⇒ εp < pp ⇐⇒ εp ∈ k×p
⇐⇒ εp = 1p ⇐⇒ (1 − ε)p = 0

gives the first displayed equality, while the second one follows from the first
and the fact that local rings are connected, i.e., contain only the trivial idempo-
tents 0 and 1. The third equality is now obvious. To establish the final assertion
of (a), we note for p ∈ X that (eip)i∈I is an orthogonal system of idempo-
tents in kp, whence (

∑
ei)p , 0 if and only if eip , 0 for some i = 1, . . . , r.

This proves
⋃

D(εi) = D(
∑
εi), and the union on the left is disjoint since

D(εi) ∩ D(ε j) = D(εiε j) = D(0) = ∅ for i, j ∈ I, i , j.

(b) Given a complete system (εi)i∈I of orthogonal idempotents in k, the sub-
sets Ui := D(εi) ⊆ X, i ∈ I, are open in X and by (a) satisfy

⋃
Ui = D(

∑
ei) =
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D(1) = X, where the union on the very left is disjoint and the Ui are empty for
almost all i ∈ I. Thus the assignment (εi) 7→ (Ui) gives a map of the right kind,
which is injective since the Ui by (a) determine the εi locally, hence globally.
It remains to show that the map in question is surjective, so let (Ui)i∈I be a
decomposition of X into disjoint open subsets almost all of which are empty.

First, view X as a geometric space with structure sheaf O. Since the Ui form
a disjoint open cover of X, we may apply the sheaf axioms to find, for each
i ∈ I, a unique global section εi ∈ H0(X,O) = k which restricts to the identity
element of H0(Ui,O) and to zero on H0(U j,O) for all j ∈ I, j , i. It is then
readily checked that the εi form a complete orthogonal system of idempotents
in k, forcing the D(εi) to be an open disjoint cover of X. On the other hand,
given p ∈ Ui, we obtain εip = 1p, which implies Ui ⊆ D(εi) by (a). Summing
up, we have equality and surjectivity is proved.

Adopting a more direct approach based on the proof of [4, II.4, Prop. 15],
let i ∈ I. Then Ui and Yi :=

⋃
j,i U j are closed subsets of X, hence may

be written in the form Ui = V(ai), Yi = V(bi) for some ideals ai, bi ⊆ k.
Since V(ai + bi) = V(ai) ∩ V(bi) = Ui ∩ Yi = ∅, we conclude ai + bi = k,
hence αi + βi = 1 for some αi ∈ ai, βi ∈ bi. This implies αi = αi(αi + βi) =
α2

i +αiβi ≡ α
2
i mod aibi, so αi ∈ ai becomes an idempotent modulo aibi. On the

other hand, X = Ui∪Yi = V(ai)∪V(bi) = V(aibi), so aibi ⊆ k is a nil ideal. Now
Exc. 7.14 (b) yields an idempotent ε′i ∈ ai such that ε′i ≡ αi mod aibi. Thus
εi := 1 − ε′i ∈ k is an idempotent as well satisfying εi ≡ βi mod aibi, hence
ε′i ∈ bi. We conclude Ui = V(ai) ⊆ V(ε′i) = D(εi), Yi = V(bi) ⊆ V(εi) = D(ε′i)
and D(εi)∩D(ε′i) = ∅ by (a). Therefore Ui = D(εi), and it remains to show that
(εi)i∈I is a complete orthogonal system of idempotents. For i, j ∈ I, i , j, we
deduce D(εiε j) = D(εi) ∩ D(ε j) = Ui ∩ U j = ∅, so the idempotent εiε j is also
nilpotent, hence zero. Thus the εi are orthogonal. For the same reason, εi = 0
for almost all i ∈ I Now (a) gives

X =
⋃

Ui =
⋃

D(εi) =
⋃

V(1 − εi) = V
(∏

(1 − εi)
)
= V(1 −

∑
εi),

forcing the idempotent 1 −
∑
εi to be nilpotent, hence zero.

9.30 By [4, §II.3.3, Thm. 1], it suffices to prove that the map Mm → Nm
induced by f is an isomorphism for every m, so we may replace k by km and
assume k is local. Then M and N are free modules, and M has finite rank.
Since they have the same rank, they are isomorphic. Let g : N → M be an
isomorphism. Then g ◦ f : M → M is a k-linear surjection, and Prop. 7.11
shows that it is, in fact, a bijection. Hence so is f .
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9.31 Setting X := Spec(k), the subsets

Ui := {p ∈ Spec(k) | rkp(M) = i} ⊆ X (i ∈ N) (s1)

form an open disjoint cover of X and since X is quasi-compact [4, II.4, Prop. 12],
Ui is empty for almost all i ∈ N. This proves (a) while, in order to prove (b), we
apply Exc. 9.29 to obtain a complete orthogonal system (εi)i∈N of idempotents
in k such that Ui = D(εi) for all i ∈ N. Given j ∈ N, let π j : k → k j be the
canonical projection induced by (1) and let p j ∈ Spec(k j). Then

p := Spec(π j)(p j) = π−1
j (p j) = p j ×

∏
i, j

ki ∈ X,

and (9.5.7) shows

M jp j = Mp ⊗kp k jp j .

Since Mp is free of rank j over kp, it follows that M jp j is free of rank j over
k jp j . This proves existence. In order to establish uniqueness, let (ηi)i∈N be any
complete orthogonal system of idempotents in k, giving rise, in analogy to (1),
(2), to the decompositions

k =
∏
i∈N

li, li = kηi (i ∈ N), (s2)

M =
∏
i∈N

Ni, Ni = N ⊗ li (i ∈ N), (s3)

and making each Ni a projective li-module of rank i. Again by Exc. 9.29, the
Vi := D(ηi) are empty for almost all i ∈ I and form an open disjoint cover of
X, so it suffices to show Vi ⊆ Ui for all i ∈ N. Fixing j ∈ N and q ∈ V j, we
apply Exc. 8.10, and find a decomposition q =

∏
i∈N qi, where qi = q ∩ li is an

ideal in li. But η j < q while ηiη j = 0 ∈ q for all i , j, forcing ηi ∈ q ∩ li = qi
and then qi = li. Summing up we have shown

q = q j ×
∏
i, j

li,

so q j is a prime ideal in l j and Spec(ρ j)(q j) = q, where ρ j : k → l j is the
canonical projection induced by (s2). Since

N jq j = Mq ⊗kq l jq j

has rank j over l jq j , the free kq-module Mq must have rank j over kq. This
proves q ∈ U j by (s1), and the solution is complete.

9.32 If φ : A→ A′ is a unital algebra homomorphism, then so is φ(p) : A(p)→
A′(p), for each p ∈ Spec(k). But since A(p) is simple by hypothesis, φ(p) is
injective and a dimension argument shows that it is, in fact, an isomorphism.
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Hence, by Nakayama’s lemma [18, X, Prop. 4.5] or [26, Tag 07RC], φp : Ap →
A′p is an isomorphism, whence φ is one [4, II.3, Thm. 1].

9.33 (a) The right-hand side is clearly contained in the left, so it remains to
establish the reverse inclusion. To this end, put (A′,G′) = (A,G)⊗F′ and write
a′ ∈ Cent(A′,G′) in the form a′ =

∑
ai ⊗ α

′
i with ai ∈ A and α′i ∈ F′ linearly

independent over F. For x, y ∈ A, we have
∑

[ai, x, y] ⊗ α′i = [a′, x ⊗ 1F′ , y ⊗
1F′ ] = 0 and, similarly,

∑
[x, ai, y] ⊗ α′i =

∑
[x, y, ai] ⊗ α′i =

∑
[x, ai] ⊗ α′i = 0.

Moreover, for g ∈ G,
∑

g(ai) ⊗ α′i = (g ⊗ 1F′ )(a′) = a′ =
∑

ai ⊗ α
′
i . Since the

α′i are linearly independent over F, we therefore obtain [ai, x, y] = [x, ai, y] =
[x, y, ai] = [ai, x] = 0, g(ai) = ai, hence ai ∈ Cent(A,G) for all i, which implies
a′ ∈ Cent(A′,G′), as claimed.

(b) By Prop. 9.19, the right multiplication of A induces an isomorphism
R : Cent(A) → EndMult(A)(A). Hence it suffices to show that the elements of
Cent(A,G) correspond to the Mult(A,G)-linear maps A → A under this iso-
morphism, which follows from the relations Rg(a)g = gRa for all a ∈ Cent(A),
g ∈ G.

(c) If (A,G) is a simple F-algebra with a group of antomorphisms, then
M(A,G) acts irreducibly on A, so Schur’s lemma and (b) yield the assertion.

(d) Since A, by simplicity of (A,G), is an irreducible faithful M(A,G)-
module, M(A,G) is a primitive left-artinian F-algebra, hence simple [15, Thm. 4.2].
The first assertion now follows from the double centralizer theorem [15, Thm. 4.10].
It immediately implies necessity in the second part. Conversely, suppose A ,
{0} and M(A,G) = EndF(A). Then A is an irreducible M(A,G)-module, forc-
ing (A,G) to be simple and Cent(A,G) to be a field. Also, by (b), EndF(A) =
M(A,G) = EndCent(A,G)(A) and a dimension count yields sufficiency as well.

9.34 (i)⇒ (ii). Let F′ be any extension field of F and put (A′,G′) = (A,G)⊗F′

as an F′-algebra with a group of antomorphisms. A moment’s reflection shows
M(A′,G′) = M(A,G) ⊗ F′. Now the assertion follows from the second part of
Exc. 9.33 (d).

(ii)⇒ (iii). Obvious.
(iv)⇒ (i). This follows immediately from Exc. 9.33 (a), (c).

9.35 We follow standard arguments, reproduced in [8, I Satz 5.5], for example.
Let J ⊆ A ⊗ A′ be a non-zero ideal of (A,G) ⊗ (A′,G′) and consider the least
positive integer n such that there exist elements x1, . . . , xn ∈ A, x′1, . . . , x

′
n ∈ A′

satisfying

0 , x :=
n∑

i=1

xi ⊗ x′i ∈ J. (s1)

https://stacks.math.columbia.edu/tag/07RC
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Then the elements x′1, . . . , x
′
n are linearly independent over F. Furthermore, a

straightforward verification shows that the totality of elements u1 ∈ A such that
n∑

i=1

ui ⊗ x′i ∈ J

for some u2, . . . , un ∈ A forms an ideal I of (A,G) which is non-zero since
x1 ∈ I and x1 , 0 by minimality of n. Simplicity of (A,G) therefore implies
I = A, so in (s1) we may assume x1 = 1. But then, for all u, v ∈ A,

n∑
i=2

[xi, u, v] ⊗ x′i = [x, u ⊗ 1, v ⊗ 1] ∈ J.

Again minimality of n yields [x, u ⊗ 1, v ⊗ 1] = 0 and then [xi, u, v] = 0 for
2 ≤ i ≤ n. Similarly, [u, xi, v] = [u, v, xi] = [xi, u] = 0, forcing xi ∈ Cent(A) for
2 ≤ i ≤ n. Applying g ⊗ 1 for any g ∈ G to (s1) and again observing x1 = 1,
we conclude

n∑
i=2

(
xi − g(xi)

)
⊗ x′i = x − (g ⊗ 1)(x) ∈ J ,

and minimality of n implies
∑n

i=2(xi−g(xi))⊗ x′i = 0, hence xi ∈ Cent(A,G) for
2 ≤ i ≤ n. But (A,G) was assumed to be central simple, so Cent(A,G) = k1A,
and we conclude x = 1A ⊗ x′ ∈ J for some x′ ∈ A′. Now put

I′ = {u′ ∈ A′ | 1A ⊗ u′ ∈ J}.

Again it is straightforward to check that I′ is an ideal in (A′,G′) which is non-
zero since it contains x′ , 0. Simplicity of (A′,G′) therefore implies I′ = A′,
hence 1A⊗A′ = 1A ⊗ 1A′ ∈ J and J = A, as claimed.

Solutions for Section 10

10.11 (a) We must show Pπ = 1m ⇒ π = 1S m , Pπϱ = PπPϱ and P−1
π = PT

π for
all π, ϱ ∈ S m. The first statement is obvious, while the second one follows from

PπPϱ =

m∑
i, j=1

eπ(i),ieϱ( j), j =

m∑
i=1

eπ(i),ϱ−1(i) =

m∑
i=1

eπϱ(i),i = Pπϱ.

And, finally, PT
π =

∑
ei,π(i) =

∑
eπ−1(i),i = Pπ−1 = P−1

π . Thus (a) is proved. In
addition, we have

PπersPT
π = eπ(r),π(s) (1 ≤ r, s ≤ m) (s1)
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since the left-hand side equals
∑

i, j eπ(i),ierse j,π( j) = eπ(r),π(r), as desired.
(b) In terms of matrix units, the quantities I, J of 10.10 may be written as

I =
n∑

i=1

(ei,i+n − ei+n,i), J =
n∑

i=1

(e2i−1,2i − e2i,2i−1).

Hence (s1) implies PπIPT
π = J, and setting τ := τJ

ort, we conclude

τ(PπS PT
π) = J−1(PπS PT

π)TJ = J−1PπS TPT
π J = PπI−1S TIPT

π = Pπτspl(S )PT
π

for all S ∈ Mat2n(k), and the assertion follows.

Solutions for Section 11

11.28 Let t : A → k be an associative linear form and suppose the corre-
sponding bilinear form σ := σt (cf. 7.9) is regular (cf. 11.9). By hypothesis,
there exists a unique element e ∈ A such that t(x) = σ(e, x) = t(ex) for all
x ∈ A. Now the relations t((ex)y) = t(e(xy)) = t(xy) and t((xe)y) = t(y(xe)) =
t((yx)e) = t(e(yx)) = t(yx) = t(xy) for all x, y ∈ A combined with regularity of
σ imply ex = x = xe for all x ∈ A. Hence A is unital with 1A = e.

11.29 Let α1, . . . , αn ∈ k satisfy
∑n

i=1 αimi = 0 and put x := (α1, . . . , αn) ∈ kn.
Then

n∑
i=1

αiσ(mi,m j) = σ(
n∑

i=1

αimi,m j) = 0

for 1 ≤ j ≤ n, hence xS = 0. Applying the adjoint of S yields 0 = xS S ♯ =

det(S )x, and since det(S ) is not a zero divisor in k, we conclude x = 0, i.e.,
αi = 0 for 1 ≤ i ≤ n, as desired.

11.30 The implications (iii)⇒ (i)⇒ (ii) being obvious, it suffices to prove (ii)
⇒ (iii), which we do by following a suggestion of O. Loos. Letting (e+, e−) be
a hyperbolic pair of hL and writing e± = (v∗±, v±), v± ∈ L, v∗± ∈ L∗, we apply
(11.18.1) and obtain ⟨v∗++v∗−, v++v−⟩ = hL(e++ e−) = 1. Therefore v++ v− ∈ L
is a unimodular vector, hence a basis of L over k, and (iii) follows.

11.31 (i)⇒ (ii). Clear.
(ii) ⇒ (iii). We have q = ⟨S ⟩quad with S :=

(
1 0
0 −1

)
, hence Dq = ⟨S + S T⟩

with S + S T =
(

2 0
0 −2

)
having determinant −4. Since q is regular, 2 ∈ k is a unit.

(iii)⇒ (i). With the canonical basis e1, e2 of k2, we have q(e1) = 1, q(e2) =
−1, q(e1, e2) = 0. One checks that (u+, u−) with u± := 1

2 (e1±e2) is a hyperbolic
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pair relative to q, and since e1 = u+ + u−, e2 = u+ − u−, it follows that q is a
hyperbolic plane.

11.32 Because the base ring is a field of characteristic , 2, q is isomorphic to
a form ⟨α1, α2⟩quad for some α1, α2 ∈ F×. By hypothesis on the discriminant,
α1 � −α2 and we find q � ⟨α1⟩ ⊗ ⟨1,−1⟩quad. It suffices now to note that
⟨1,−1⟩quad is a split hyperbolic plane by Exercise 11.31, so tensoring with ⟨α1⟩

does not change its isomorphism class (11.19).

11.33 The implications (ii)⇒ (i) being obvious, let us assume that (u1, u2) is
a hyperbolic pair in h. Writing u j = α1 je1 + α2 je2 (αi j ∈ k, i, j = 1, 2), we
conclude

α1 jα2 j = 0, α11α22 + α21α12 = 1 ( j = 1, 2). (s1)

Thus (ε+, ε−), ε+ := α11α22, ε− := α21α12, is a complete orthogonal system
of idempotents in k, giving rise to a decomposition of k as in (ii) such that
(1) holds. Moreover, setting γ+ := α11ε+ ∈ k×+ with inverse γ−1

+ = α22ε+,
γ− := α21ε− ∈ k×− with inverse γ−1

− = α12ε−, we apply (s1) and obtain

u1+ = ε+u1 = α11α22(α11e1 + α21e2) = γ+e1+,

u2+ = ε+u2 = α11α22(α12e1 + α22e2) = γ−1
+ e2+,

u1− = ε−u1 = α21α12(α11e1 + α21e2) = γ−e2−,

u2− = ε−u2 = α21α12(α12e1 + α22e2) = γ−1
− e1−,

hence (2), (3).

11.34 Uniqueness is clear, so it suffices to prove existence. Setting

Quadk(M, P) := {Q | Q : M → P is k-quadratic}

as a k-module, the map

h : N −→ Quadk(M, P), y 7−→ h(y) := g(−, y)

is k-linear and hence induces a k-linear map

h1 : N −→ QuadR(MR, PR), y 7−→ h1(y) := h(y)R,

h(y)R being the R-quadratic extension of h(y) is the sense of Corollary 11.5.
Applying (9.2.5), we obtain an R-linear map

h′1 : NR −→ QuadR(MR, PR)

such that

h′1(yR) = h(y)R (s1)
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for all y ∈ N. Now define gR : MR × NR → PR by

gR(u, v) := h′1(v)(u) (s2)

for all u ∈ MR, v ∈ NR. Combining (s2) with (s1) and (11.5.1), one checks that
(1) is commutative.

11.35 We argue by induction on n. The case n = 1 has been settled in Cor. 11.5.
Now suppose n > 1 and assume that the assertion holds for n − 1. For any
un ∈ Mn, the map

Fun : M1 × · · · × Mn−1 −→ M, (u1, . . . , un−1) 7−→ F(u1, . . . , un−1, un) (s1)

is obviously k-(n − 1)-quadratic. Hence by the induction hypothesis, it has a
unique R-(n − 1)-quadratic extension

(Fun )R : M1R × · · · × Mn−1,R −→ MR.

Now let xi ∈ MiR be arbitrary for 1 ≤ i < n and put x := (x1, . . . , xn−1). We
claim that the map

Fx : Mn −→ MR, un 7−→ Fx(un) := (Fun )R(x). (s2)

is k-quadratic. In order to see this, we put

V := Quad(M1, . . . ,Mn−1; M)

and conclude from (s1) that the map Q : Mn → V , un 7→ Fun is k-quadratic.
On the other hand, (s2) implies Fx(un) = Q(un)R(x), so Fx is Q composed with
two k-linear maps: the natural map

Quad(M1, . . . ,Mn−1; M) −→ Quad(M1R, . . . ,Mn−1,R; MR), G 7−→ GR,

given and k-linear by the induction hypothesis, and the evaluation at x. This
proves our claim.

By Cor. 11.5 we therefore obtain an R-quadratic map

(Fx)R : MnR −→ (MR)R := M ⊗ R ⊗ R,

which composes with the R-linear map

µ : M ⊗ R ⊗ R −→ M ⊗ R = MR, u ⊗ r ⊗ s 7−→ u ⊗ rs (s3)

to yield a map FR : M1R × · · · × Mn−1,R × MnR → MR via

FR(x1, . . . , xn−1, xn) := µ
(
(Fx1,...,xn−1 )R(xn)

)
(s4)

for xi ∈ MiR, 1 ≤ i ≤ n. By construction, FR is R-quadratic in xn. Hence,
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writing xn =
∑

rlulnR, rl ∈ R, uln ∈ Mn, we obtain, after a straightforward
computation,

(FR)xn =
∑

r2
l (Fuln )R +

∑
l<m

rlrm
(
(Fuln+umn )R − (Fuln )R − (Fumn )R

)
,

which shows that the left-hand side of (s4) is R-quadratic in xi, 1 ≤ i < n.
Thus FR is an R-n-quadratic map. Next we show that (1) commutes. Indeed,
given ui ∈ Mi, 1 ≤ i ≤ n, we apply (s4), Cor. 11.5, (s3), (s2), the induction
hypothesis and (s1) to obtain

FR(u1R, . . . , un−1,R, unR) = µ
(
(Fu1R,...,un−1,R )R(unR)

)
= µ

((
Fu1R,...,un−1,R (un)

)
R

)
= Fu1R,...,un−1,R (un) = (FunR )R(u1R, . . . , un−1,R)

= Fun (u1, . . . , un−1)R = F(u1, . . . , un−1, un)R,

and commutativity of (1) is proved.
It remains to establish uniqueness. Let G,H : M1R × · · · × MnR → MR be

R-n-quadratic maps both rendering the diagram

M1 × · · · × Mn
F //

can
��

M

can
��

M1R × · · · × MnR G,H
// MR.

(s5)

commutative. For un ∈ Mn, using obvious notation, both

GunR ,HunR : M1R × · · · × Mn−1,R −→ MR

are R-(n − 1)-quadratic maps rendering the diagram

M1 × · · · × Mn
F //

can
��

M

can
��

M1R × · · · × MnR GunR ,HunR

// MR.

commutative. From the uniqueness part of the induction hypothesis, we there-
fore conclude GunR = HunR . Now let xi ∈ MiR for 1 ≤ i ≤ n and write
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xn =
∑

rlunlR, rl ∈ R, uln ∈ Mn. Then what we have just shown implies

G(x1, . . . , xn−1, xn) =
∑

r2
l G(x1, . . . , xn−1, unlR) +

∑
l<m

(
G(x1, . . . , xn−1, ulnR + umnR)

−G(x1, . . . , xn−1, ulnR) −G(x1, . . . xn−1, umnR)
)

=
∑

r2
l GunlR (x1, . . . , xn−1) +

∑
l<m

(
G(uln+umn)R (x1, . . . , xn−1)

−GulnR (x1, . . . , xn−1) −GumnR (x1, . . . , xn−1)

= H(x1, . . . , xn−1, xn)

This proves uniqueness and completes the induction. Finally, a straightforward
verification using uniqueness of FR shows that the assignment F 7→ FR is k-
linear.

11.36 We first assume that M is free and let (ei)i∈I be a basis of M. By the
Axiom of Choice, we may choose a well-ordering on I. Let B : M × M → N
be the unique bilinear map from M to N given by the values

B(ei, e j) =


Q(ei) for i = j ∈ I,

Q(ei, e j) for i, j ∈ I, i < j,

0 for i, j ∈ I, i > j

on the basis vectors. Then, for any x =
∑
ξiei ∈ M, ξi ∈ k, we have

B(x, x) = B(
∑

ξiei,
∑

ξiei) =
∑
i, j∈I

ξiξ jB(ei, e j)

=
∑

ξ2
i Q(ei) +

∑
i< j

ξiξ jQ(ei, e j) = Q(x),

as claimed. Now let M be an arbitrary projective module. Then there exists a k-
module M′ making M0 := M⊕M′ free. Let Q′ : M′ → N be the zero quadratic
map on M′ with values in N and consider the quadratic map Q0 : M0 → N
canonically induced by Q and Q′. By the special case just treated we find a
bilinear map B0 : M0 × M0 → N such that Q0(x0) = B0(x0, x0) for all x0 ∈ M0.
But this implies Q(x) = B(x, x) for all x ∈ M, where B : M × M → N is the
restriction of B0 to M × M.

11.37 (i)⇒ (iv)⇒ (iii). Obvious.
(iii) ⇒ (ii). If x ∈ V satisfies q(x) = q(x, y) = 0 for all y ∈ V , then by

linearity xK ∈ VK satisfies (qK)(xK) = (qK)(xK , y′) = 0 for all y′ ∈ VK , and
(iii) gives xK = 0, hence x = 0. Thus q is non-degenerate, and it remains to
show dimF(Rad(Dq)) ≤ 1. Since the radical of a symmetric or skew-symmetric
bilinear form over a field is compatible with base change, it suffices to show
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dimK(Rad(DqK)) ≤ 1. But qK is non-degenerate by hypothesis, so its restric-
tion to Rad(DqK) is anisotropic. On the other hand, K being algebraically
closed, all quadratic forms of (possibly infinite) dimension > 1 over K are
isotropic. The assertion follows.

(ii)⇒ (i). By hypothesis, there exists an element u ∈ V satisfying Rad(Dq) =
Fu, and if u , 0, then q(u) , 0 since q is non-degenerate. Now let L be any
field containing F. Then Rad(DqL) = LuL. If x′ ∈ VL satisfies (qL)(x′) =
(qL)(x′, y′) = 0 for all y′ ∈ VL then, in particular, x′ ∈ Rad(DqL) = LuL, so
some a ∈ L has x′ = a(uL). This implies 0 = qL(x′) = a2q(u), hence a = 0 or
q(u) = 0, which in turn yields a = 0 or u = 0, hence x′ = 0. Therefore qL is
non-degenerate, and q is non-singular.

11.38 (a) Let x ∈ V . The assertion is obvious if x = 0 or x is anisotropic.
Hence we may assume that x is isotropic. Then there is a hyperbolic plane
H ⊆ V containing x, and the assumption n ≥ 3 implies that H⊥ , {0} is a
quadratic space in its own right. Let y ∈ H⊥ be anisotropic. Then so are −y and
x + y, and x = (x + y) − y is a decomposition of the desired kind.

(b) We may assume q(x1, x2) = 0. Let H ⊆ V be a hyperbolic subspace
of dimension 4. By hypothesis, q is regular and isotropic, hence universal, on
H⊥ , {0}. There are two cases, depending on x1 and x2 are linearly dependent.

Suppose first that x1 and x2 are linearly dependent. Then x2 = αx1 for some
α ∈ F×, and we are in characteristic 2. The Witt Extension Theorem [10,
Thm. 8.3] allows us to assume x1 ∈ H. Pick y1 ∈ H such that q(x1, y1) , 0, and
y3 ∈ H⊥ such that y := y1 + y3 ∈ V is anisotropic. Then q(x1, y , 0 , q(y, x2).

Suppose now that x1 and x2 are linearly independent. Write H = H1 ⊥ H2

with hyperbolic planes H1,H2. Since q is universal on each of the subspaces
H1,H2, the Witt Extension Theorem again justifies the assumption xi ∈ Hi for
i = 1, 2. Pick yi ∈ Hi such that q(xi, yi) , 0 for i = 1, 2 and y3 ∈ H⊥ such that
y := y1 + y2 + y3 is anisotropic. Then q(x1, y) = q(x1, y1) , 0 , q(y2, x2) =
q(y, x2), as desired.

We now show that in (a) the assumption n ≥ 3 cannot be avoided. Indeed, let
(V, q) be the hyperbolic plane over F2, the field with two elements. V contains
precisely two isotropic vectors relative to q, denoted by e1, e2, which form a
hyperbolic pair, and precisely one anisotropic one, denoted by a = e1 + e2.
Hence any finite sum of anisotropic vectors in (V, q) is either zero or equal to
a, so neither e1 nor e2 can be written in this form.

Finally, we show that in (b) the assumption of a hyperbolic subspace of
dimension at least 6 cannot be avoided. Indeed, with (V, q) as in the previ-
ous paragraph, put (W,Q) = (V, q) ⊥ (V, q). Then W contains precisely four
anisotropic vectors relative to Q, namely (a, ei), (e j, a) for i, j = 1, 2. More-
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over, Q((a, ei), (a, e j)) = 1 − δi j and Q((a, ei), (e j, a)) = 0. Hence x1 := (a, e1)
and x2 := (e1, a) are anisotropic as well as orthogonal, and there is a unique
anisotropic vector y ∈ W satisfying Q(x1, y) , 0, namely, y = (a, e2). But
Q(y, x2) = 0, so the conclusion of (b) does not hold.

11.39 Suppose first that k is local, i.e., has a unique maximal ideal m. Then
M � kn for some n and Dq is identified with a symmetric S ∈ Matn(k). By
hypothesis, qk(m) is non-singular, so by the remark after Exc. 11.37 it is regular.
Therefore det S is not zero in k/m, i.e., det S is invertible in k and the map
M → M∗ induced by Dq is an isomorphism.

For general k, the map M → M∗ induced by Dq has the property that it is
an isomorphism after base change to km for every maximal ideal m of k, so it
is an isomorphism by [4, II.3, Thm. 1].

11.40 (a): For each v ∈ Rad(Dq), we have q(v) = 1
2 Dq(v, v) = 0.

(b): Replace (M, q) with (M′, q|M′ ) and so assume that M is free of finite
rank, Dq is identically zero, and q is anisotropic. Pick a basis m1, . . . ,mr of
M and define αi := q(mi). Then for c1, . . . , cr ∈ k we have q(

∑
cimi) =∑

q(cimi) = c2
i αi, as required. Finally, if αi = α jβ

2 for some i , j and β ∈ k×,
then q(mi + βm j) = αi + α jβ

2 = 0, whence mi + βm j = 0, a contradiction.

11.41 (i): We may identify each x ∈ Homk-mod(M/Rad(q),Rad(q)) with an
element of Homk-mod(M,M) by composing it with the natural maps M →

M/Rad(q) and Rad(q)→ M. For such an x, define gx := x+1M ∈ Homk-mod(M,M).
Then, for m ∈ M,

q(gx(m)) = q(m + x(m)) = q(m) + q(x(m)) + q(m, x(m)) = q(m),

so q ◦ gx = q.
Also, x ∈ Homk-mod(M,M) vanishes on Rad(q) so x2 = 0 and we have

gx(1M − x) = 1M − x2 = 1M and similarly (1M − x)gx = 1M . That is, gx is
invertible, so it belongs to O(Q).

Evidently the map x 7→ gx is injective. For x, y ∈ Homk-mod(M,Rad(q)),
we have gxgy = gxy+x+y, so the image R of Homk-mod(M,Rad(q)) in O(Q) is a
subgroup.

For η ∈ O(Q) and m ∈ M, we have

ηgxη
−1(m) = ηxη−1(m) + m = gηxη−1 (m),

so R is a normal subgroup.
(ii): Every η ∈ O(Q) maps Rad(q) to itself, whence restriction gives a well-

defined homomorphism ϕ. Now suppose that η ∈ Ker ϕ and set x := η − 1M .
Since ηmaps to the identity in O(Q), it follows that ηm−m ∈ Rad(q) for all m ∈



52 Solutions for Chapter II

M, i.e., x : M → Rad(q). Since η maps to the identity in GL(Rad(q)), it follows
that for m ∈ Rad(q) we have xm = ηm − m = 0. That is, x : M/Rad(q) →
Rad(q) and η is in R.

(iii): The quotient map M → M/Rad(q) identifies the quadratic module
(M′, q|M′ ) with (M/Rad(q), q), providing a recipe that takes an element of
GL(Rad(q))×O(Q) and identifies it with an element of GL(Rad(q))×O(M′, q|M′ ) ⊆
O(Q). This shows that the map ϕ is surjective.

11.42 We first claim: If a ring k is LG, then for every c ∈ k the polynomial
x2 + c represents a unit. By the LG property, it suffices to verify this in case k
is a field. In that case: If c , −1, take x = 1. If c = −1, take x = 0.

(a): For k = Z, take f = x2 + 2. Then for every z ∈ Z, f (z) = z2 + 2 ≥ 2, so
f (z) is not a unit. The previous paragraph shows that Z is not LG.

(b): For k = R[t], we have k× = R× since R is an integral domain. Then x2+ t
represents polynomials of degree ≥ 1, hence non-units, and we again conclude
that k is not LG.

Solutions for Section 12

12.30 Setting T = (t1, . . . , tn) as usual, x = (x1, . . . , xn), y = (xn+1, . . . , xn+p),
xi ∈ MR for 1 ≤ i ≤ n + p and applying Thm. 12.9, we obtain∑

ν∈Nn

Tν(Π(ν,0) f )R(x, y) =
∑

(ν,ν′)∈Nn+p

tν1
1 · · · t

νn
n 0νn+1 · · · 0νn+p (Π(ν,ν′) f )R(x, y)

= fR[T](
n∑

i=1

tixi +

p∑
i=1

0xn+i) = fR(
n∑

i=1

tixi)

=
∑
ν∈Nn

Tν(Πν f )R(x),

and comparing coefficients, the assertion follows.

12.31 For d ∈ N define fd := Π(d) f , which by Thm. 12.9 and 12.10 (a)
is a homogeneous polynomial law M → N of degree d over k. Moreover,
the family ( fd)d≥0 is locally finite, and (12.9.1) for n = 1, r1 = 1R implies
f =

∑
d≥0 fd. This proves existence. Conversely, let ( fd)d≥0 be any family of

polynomial laws over k with the desired properties. For R ∈ k-alg, r ∈ R,
x ∈ MR we deduce

fR(rx) =
∑
d≥0

fdR(rx) =
∑
d≥0

rd fdR(x),



Section 12 53

and the uniqueness property of Thm. 12.9 yields fd = Π(d) f for all d ∈ N. This
shows uniqueness and solves the first part of the problem.

It remains to exhibit an example of a polynomial law f having fd , 0 for all
d ∈ N. To this end, consider a free k-module M of countably infinite rank and
let (ei)i∈N be a basis of M over k. For d ∈ N and R ∈ k-alg, define a set map
fdR : MR → R by

fdR(
∑
i∈N

rieiR) := rd
d ,

where (ri)i∈N is an arbitrary sequence of finite support in R. The family ( fdR)R∈k-alg

is clearly a homogeneous polynomial law fd : M → k of degree d over k, and
the family ( fd)d≥0 is locally finite. Hence, by 12.8, f :=

∑
d≥0 fd : M → k exists

as a polynomial law over k and has the desired property.

12.32 The family of set maps ŵR : MR → NR for w ∈ N clearly varies func-
torially with R ∈ k-alg and hence is a polynomial law ŵ : M → N such that
ŵR(rx) = wR = r0ŵR(x) for all r ∈ R, x ∈ MR. Thus ŵ is homogeneous of
degree 0. Conversely, let f : M → N be any homogeneous polynomial law of
degree 0 over k. Then w := fk(0) ∈ N, and for all R ∈ k-alg, x ∈ MR, we apply
(12.2.2) to obtain wR = fk(0)R = fR(0) = fR(0x) = 00 fR(x) = fR(x), hence
ŵR = fR and then ŵ = f .

12.33 (a) The first part is obvious. To establish the second, we begin by treating
the case n = 1, so let f : M → N be a homogeneous polynomial law of degree
1. Then 12.10 (c) implies Πν f = 0 for all ν ∈ N2 \ {(1, 0), (0, 1)}, and (12.14.1)
yields

fk(αx + βy) = α(Π(1,0) f )k(x, y) + β(Π(0,1) f )k(x, y)

for all α, β ∈ k and all x, y ∈ M. Specializing α = 1, β = 0 and α = 0,
β = 1, we conclude (Π(1,0) f )k(x, y) = fk(x), (Π(0,1) f )k(x, y) = fk(y). Hence
fk : M → N is a k-linear map. Since f ⊗ R : MR → NR, for R ∈ k-alg, is a
homogeneous polynomial law of degree 1 over R, it follows, therefore, that
fR : MR → NR is an R-linear map. Moreover, for r ∈ R, x ∈ M, we deduce
fR(x ⊗ r) = fR(rxR) = r fR(xR) = r fk(x)R = fk(x) ⊗ r = ( fk ⊗ 1R)(x ⊗ r), hence
fR = ( fk)R. Thus f is the polynomial law derived from the scalar extensions of
the linear map fk. This settles the case n = 1.

Now let n be arbitrary and µ : M1 × · · · × Mn → N be a multi-homogeneous
polynomial law of multi-degree 1̂ = (1, . . . , 1). For 1 ≤ i ≤ n and fixed v j ∈ M j

(1 ≤ j ≤ n, j , i), it is straightforward to verify, using (12.6.1), that fi : Mi →

N defined by

fiR(x) := µR(v1R, . . . , vi−1,R, x, vi+1,R, . . . , vnR)
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for R ∈ k-alg, x ∈ MR, is a homogeneous polynomial law of degree 1. There-
fore, by the special case treated above, fik : Mi → N is a k-linear map, forcing
µk : M1 × · · · × Mn → N to be k-multi-linear. Applying this to the extended
polynomial law µ ⊗ R : M1R × · · · × MnR → NR over R, we conclude that
µR : M1R × · · · × MnR → NR is an R-multi-linear map. Hence, given ri j ∈ R,
vi j ∈ M j for 1 ≤ j ≤ n and finitely many indices i, we obtain

µR(
∑

i

ri1vi1R, . . . ,
∑

i

rinvinR) =
∑

i1,...,in

ri11 · · · rinnµk(vi11, . . . , vinn)R

= (µk ⊗ R)(
∑

i

ri1vi1R, . . . ,
∑

i

rinvinR).

This proves µR = µk ⊗ R and completes the solution of (a).
(b) Let Q : M → N be a quadratic map. We show that Q̃ : M → N is a

polynomial law over k by letting φ : R→ S be a morphism in k-alg and x, x′ ∈
M, r, r′ ∈ R. The Cor. 11.5 implies

(1N ⊗ φ) ◦ QR(x ⊗ r) = (1N ⊗ φ) ◦ QR(rxR) = (1N ⊗ φ)
(
r2Q(x)R

)
= (1N ⊗ φ)

(
Q(x) ⊗ r2)

= Q(x) ⊗ φ(r)2 = φ(r)2Q(x)S = φ(r)2QS (xS )

= QS
(
φ(r)xS

)
= QS

(
x ⊗ φ(r)

)
= QS ◦ (1M ⊗ φ)(x ⊗ r)

and, similarly, (1N ⊗ φ) ◦QR(x⊗ r, x′ ⊗ r′) = QS ◦ (1M ⊗ φ)(x⊗ r, x′ ⊗ r′). This
proves that Q̃ is indeed a polynomial law over k and obviously homogeneous
of degree 2. Conversely, let f : M → N be a homogeneous polynomial law of
degree 2 over k and consider the set map Q := fk : M → N. By 12.10 (c) and
(12.14.1), we have

Q(αx + βy) = α2(Π(2,0) f )k(x, y) + αβ(Π(1,1) f )k(x, y) + β2(Π(0,2) f )k(x, y)

for all α, β ∈ k and all x, y ∈ M. After specializing α = 1, β = 0 and α = 0,
β = 1 and observing (12.16.1), this may be rewritten as

Q(αx + βy) = α2Q(x) + αβ(D f )k(x, y) + β2Q(y),

where (D f )k = (Π(1,1) f )k is k-bilinear by 12.10 (a) and (a). This shows that
Q is a quadratic map with DQ = (D f )k. For R ∈ k-alg, the R-quadratic map
QR : MR → NR is uniquely determined by (11.5.1), which proves QR = fR,
hence Q̃ = f .
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12.34 (a) Applying Thm. 12.9, we deduce∑
ν1,...,νp≥0

tν1
1 · · · t

νp
p

( ∑
νp+1,...,νn≥0

tνp+1

p+1 · · · t
νn
n (Π(ν1,...,νn) f )R(x1, . . . , xp, x, . . . , x)

)
=

∑
ν∈Nn

Tν(Πν f )(x1, . . . , xp, x, . . . , x) = fR[T]
( p∑

j=1

t jx j + (
n∑

j=p+1

t j)x
)

=
∑

ν1,...,νp,νp+1≥0

tν1
1 · · · t

νp
p (

n∑
j=p+1

t j)νp+1 (Π(ν1,...,νp,νp+1) f )R(x1, . . . , xp, x)

=
∑

ν1,...,νp≥0

tν1
1 · · · t

νp
p

(∑
i≥0

(
n∑

j=p+1

t j)i(Π(ν1,...,νp,i) f )R(x1, . . . , xp, x)
)
.

Comparing coefficients and using the multi-nomial formula (Abramowitz-Segun
[1, p. 823]), this implies, for all ν1, . . . , νp ∈ N,∑
νp+1,...,νn≥0

tνp+1

p+1 · · · t
νn
n (Π(ν1,...,νn) f )R(x1, . . . , xp, x, . . . , x)

=
∑
i≥0

(
n∑

j=p+1

t j)i(Π(ν1,...,νp,i) f )R(x1, . . . , xp, x)

=
∑
i≥0

( ∑
νp+1,...,νn≥0,νp+1+···+νn=i

i!
νp+1! · · · νn!

tνp+1

p+1 · · · t
νn
n (Π(ν1,...,νp,i) f )R(x1, . . . , xp, x)

)
=

∑
νp+1,...,νn≥0

tνp+1

p+1 · · · t
νn
n

(νp+1 + · · · + νn)!
νp+1! · · · νn!

(Π(ν1,...,νp,νp+1+···+νn) f )R(x1, . . . , xp, x),

and comparing coefficients again completes the proof of (a).
(b) Let φ : R → S be a morphism in k-alg and x ∈ MR. Since Dp f is a

polynomial law over k, an application of (12.6.2) yields

(∂[p]
y f )S ◦ (1M ⊗ φ)(x) = (Dp f )S

(
(1M ⊗ φ)(x), yS

)
= (Dp f )S

(
(1M ⊗ φ)(x), (1M ⊗ φ)(yR)

)
= (Dp f )S ◦ (1M×M ⊗ φ)(x, yR) = (1N ⊗ φ) ◦ (Dp f )R(x, yR)

= (1N ⊗ φ) ◦ (∂[p]
y )R(x).

Thus ∂[p]
y f is a polynomial law over k and the map ∂[p]

y : Polk(M,N)→ Polk(M,N)
is clearly k-linear.

Next combine Prop. 12.21 for y1 = · · · = yp = y with (a) to conclude(
(∂y)p f

)
R(x) = (∂y · · · ∂y f )R(x) =

∑
i≥0

(Π(i,1,...,1) f )R(x, yR, . . . , yR) = p!
∑
i≥0

(Π(i,p) f )R(x, yR)

= p!(Dp f )R(x, yR) = p!(∂[p]
y f )R(x),
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which implies (∂y)p = p!∂[p]
y as linear maps Polk(M,N) → Polk(M,N). This

completes the solution of (b).
(c) Let R ∈ k-alg, t, t1, t2 be independent variables and T = (t1, t2). For

x, y1, y2 ∈ MR we combine the Taylor expansion formula (12.15.3) with Thm. 12.9
and obtain∑
n≥0

tn(Dn f )R[T](x, t1y1 + t2y2) = fR[t,T]
(
x + t(t1y1 + t2y2)

)
= fR[t,T]

(
x + (tt1)y1 + (tt2)y2

)
=

∑
ν0,ν1,ν2≥0

1ν0 (tt1)ν1 (tt2)ν2 (Π(ν0,ν1,ν2) f )R(x, y1, y2)

=
∑

ν1,ν2≥0

tν1+ν2 tν1
1 tν2

2

∑
i≥0

(Π(i,ν1,ν2) f )R(x, y1, y2)

=
∑
n≥0

tn
n∑

j=0

t j
1tn− j

2

∑
i≥0

(Π(i, j,n− j) f )R(x, y1, y2)

Comparing coefficients of tn, we therefore end up with the formula

(Dn f )R[T](x, t1y1 + t2y2) =
n∑

j=0

t j
1tn− j

2

∑
i≥0

(Π(i, j,n− j) f )R(x, y1, y2) (s1)

This formula will now be applied in the special case n = 2. From Exc. 12.30
combined with 12.10 (b) we deduce, for all i ∈ N,

(Π(i,2,0) f )R(x, y1, y2) = (Π(i,2) f )R(x, y1),

(Π(i,0,2) f )R(x, y1, y2) = (Π(i,2,0) f )R(x, y2, y1) = (Π(i,2) f )R(x, y2).

Hence (s1) for n = 2 implies

(D2 f )R[T](x, t1y1 + t2y2) = t2
1

∑
i≥0

(Π(i,2) f )R(x, y1) + t1t2

∑
i≥0

(Π(i,1,1) f )R(x, y1, y2)

+ t2
2

∑
i≥0

(Π(i,2) f )R(x, y2)

= t2
1(D2 f )R(x, y1) + t1t2

∑
i≥0

(Π(i,1,1) f )R(x, y1, y2) + t2
2(D2 f )R(x, y2).

In particular, applying Prop. 12.21,

(∂[2]
y+z f )R(x) = (D2 f )R(x, yR + zR)

= (D2 f )R(x, yR) +
∑
i≥0

(Π(i,1,1) f )R(x, yR, zR) + (D2 f )R(x, zR)

=
(
(∂[2]

y f )R + (∂y∂z f )R + (∂[2]
z f )R

)
(x),

which completes the proof of (c).
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12.35 (a) Let R ∈ K-alg and x ∈ VR. We must show fR(x) = 0. To this end,
pick K-bases (vi)i∈I of V , (w j) j∈J of W. and write

x =
∑
i∈I

riviR, fR(x) =
∑
j∈J

s jw jR (s1)

with ri, s j ∈ R, i ∈ I, j ∈ J. Then

I0 := {i ∈ I | ri , 0} ⊆ I, J0 := { j ∈ J | s j , 0} ⊆ J

are finite subsets, forcing

V0 :=
∑
i∈I0

Kvi ⊆ V, W0 :=
∑
j∈J0

Kw j ⊆ W (s2)

to be finite-dimensional subspaces of V,W, respectively. Writing ε0 : V0 → V
for the inclusion and π0 : W → W0 for the projection along

∑
j<J0

Kw j,

f0 := π0 ◦ f ◦ ε0 : V0 −→ W0

is a polynomial law over K such that f0K = π0K ◦ fK ◦ ε0K = 0 as a set map
from V0 to W0. Since V0 and W0 are both finite-dimensional, we conclude from
Corollary 12.13 that f0 = 0 as a polynomial law over K. On the other hand,
x ∈ V0R, fR(x) ∈ W0R by (s1), (s2), which implies fR(x) = f0R(x) = 0, as
claimed.

(b) By (a) we may assume fK , 0 and must show φK = 0. Let (vi)i∈I , (w j) j∈J

be K-bases of V,W, respectively, and choose x ∈ V such that

fK(x) , 0. (s3)

Write

x =
∑
i∈I

αivi, fK(x) =
∑
j∈J

β jw j (αi, β j ∈ K, i ∈ I, j ∈ J). (s4)

For any y ∈ V , we have

y =
∑
i∈I

γivi, fK(y) =
∑
j∈J

δ jw j (γi, δ j ∈ K, i ∈ I, j ∈ J) (s5)

and must show φK(y) = 0. Consider the finite subsets

I0 := {i ∈ I | αi , 0 or γi , 0} ⊆ I, J0 := { j ∈ J | β j , 0} ⊆ J,

making

V0 :=
∑
i∈I0

Kvi, W0 =
∑
j∈J0

Kw j (s6)
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finite-dimensional subspaces of V,W, respectively, such that

x, y ∈ V0, fK(x) ∈ W0. (s7)

Writing as before ε0 : V0 → V for the inclusion and π0 : W → W0 for the
projection along

∑
j<J0

Kw j, it follows that f0 := π0 ◦ f ◦ ε0 : V0 → W0 is a
polynomial law over K having f0K(x) , 0; in particular, f0K , 0. On the other
hand, φ0 := φ ◦ ε0 : V0 → K is a scalar polynomial law over K, and one checks
that (φ0 f0)K = 0, which implies φ0K(z0) = 0 for all z0 ∈ V0 having f0K(z0) , 0.
But Corollary 12.13 guarantees that f0K : V0 → W0 is a non-zero polynomial
map. By Zariski density, therefore, we obtain φK(z0) = φ0K(z0) = 0 for all
z0 ∈ V0; in particular, (s7) yields φK(y) = 0, as desired.

12.36 f = 0 clearly implies fp := f ⊗ kp = 0 for all p ∈ Spec(k). Before
proving the converse, we show

(∗) If fkp = 0 as a set map Mp → Np for all p ∈ Spec(k), then fk = 0 as a
set map M → N.

Indeed, by the very definition of a polynomial law, the diagram

M
fk //

canM

��

N

canN

��
Mp fkp=0

// Np

commutes for all p ∈ Spec(k). Hence for all x ∈ M we have fk(x)/1 = 0 in Np,
which means sp fk(x) = 0 for some sp ∈ k \p. It follows that the ideal generated
by the sp, p ∈ Spec(k), is all of k, since it cannot be contained in any prime
ideal of k. Thus there exists a family (αp)p∈Spec(k) with finite support such that∑
p αpsp = 1. But this implies fk(x) =

∑
αpsp fk(x) = 0, and (∗) is proved.

Now assume fp = 0 as a polynomial law Mp → Np over kp for all p ∈
Spec(k). Let R ∈ k-alg and P ∈ Spec(R). Then p := i−1(P) ∈ Spec(k), where
i stands for the unit homomorphism k → R, and we derive from (9.5.6) the
commutative diagram

k i //

can
��

R

canR

��
kp j

// RP

with a local homomorphism j of local k-algebras, making RP a kp-algebra com-
patible with its k-algebra structure. Since fp = 0 as a polynomial law Mp → Np
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over kp by hypothesis, we therefore conclude ( fR)RP = fRP = ( fp)RP = 0 as a
set map (MR)P → (NR)P. Now (∗) for R in place of k and fR in place of f
shows fR = 0 as a set map MR → NR.

(b) Assume fk = 0 and Dp f = 0 for 0 ≤ p ≤ [ d
2 ]. In order to prove f = 0,

it suffices to show, by Corollary 12.11, that (Πν f )k = 0 for all ν ∈ Nn, n ∈ Z,
n > 0. By 12.10 (c), we may assume |ν| = d. For n = 1, we therefore have
ν = d and (Πd f )k = fk = 0. For n > 1 we have ν = (µ, p), for some µ ∈ Nn−1,
p ∈ N having |µ|+ p = d. Applying 12.10 (b) with an appropriate permutation,
we may assume p ≤ [ d

2 ]. Now Lemma 12.19 combined with Dp f = 0 yields
Πν f = Π(µ,p) f = 0, as desired.

12.37 Let F ∈ k-alg be a field. By hypothesis, fF(mF) = fk(m)F ∈ N is
unimodular, hence not zero. Since fF(0) = fk(0)F = 0, we conclude mF , 0,
whence m ∈ M is unimodular (Lemma 9.17).

12.38 (a) Let m ∈ MR be nonzero, so m =
∑

j≥ j0 m jt j for some j0 ≥ 0 with
m j0 , 0.

Suppose that j0 = 0. Then the homomorphism R → k defined by sending
t 7→ 0 sends m 7→ m0 and fR(m) 7→ f (m0). Since f does not represent zero
on M, f (m0) , 0, whence fR(m) , 0 and indeed fR(m) has lowest degree term
f (m0)t0.

Suppose j0 > 0. Then

fR(m) = fR(t j0 (mt− j0 )) = td j0 ( f (m j0 )t0 + · · · ),

proving the claim.
(b) Suppose there is a nonzero m ∈ M such that fk(m) = 0. Because M

is torsion-free, m ⊗ 1 is not zero in MR [4, II.2, Prop. 4] and fR(m ⊗ 1) =
fk(m) ⊗ 1R = 0.

Conversely, suppose fR represents zero. Then by combining denominators,
there is a nonzero m ∈ M and s ∈ S such that fR(m ⊗ 1/s) = 0. Whence

0 = (1 ⊗ s−d) fR(m ⊗ 1) = (1 ⊗ s−d)( fk(m) ⊗ 1),

and fk(m) ⊗ 1 = 0 in R. Since S contains no zero divisors, fk(m) = 0.
(c): By hypothesis, there is a nonzero m ∈ M such that fk(m) = 0. Identify

M = kr for some r ∈ N. The ideal of k generated by the coordinates mi of m for
all i is generated by a g , 0, and g divides mi in k for all i. Defining m′ ∈ M via
gm′i = mi for each i, we find that gm′ = m and the coordinates of m′ generate
the unit ideal in k so m′ is unimodular. Finally, 0 = fk(m) = gd fk(m′), whence
fk(m′) = 0.

12.39 The argument is similar to that of Exercise 12.38 (a). Put v for the value
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function on R, so in particular v(π) = 1. If M is a finitely generated free R-
module, then the unimodular elements are exactly those m ∈ M whose image
m̄ ∈ M ⊗ k is not zero. With respect to a basis of M, the unimodular elements
are the ones with at least one coordinate in R×. For any nonzero m ∈ M, we
have m = πem′ for uniquely determined e ≥ 0 and m′ ∈ M unimodular.

For m ∈ Mi, if m̄ ∈ Mi ⊗ k is not zero, then fi(m) = fi(m̄) , 0, whence
v( fi(m)) = 0. Otherwise, if m , 0, because Mi is free and finitely generated it
can be written as m = πem′ for some e > 0 and m′ ∈ M whose image in M⊗k is
not zero. Then fi(m) = πde fi(m′), so v( fi(m)) = de. In summary, for all m ∈ Mi,
v( fi(m)) is divisible by d. (If m = 0, then fi(m) = 0 and v( fi(m)) = ∞, which is
divisible by d.) Note that this argument shows that fi does not represent zero.

To prove the claim, pick mi ∈ Mi for all i such that m :=
∑

mi is not zero.
By the preceding paragraph, v(πi fi(mi)) = i+v( fi(mi)) ≡ i mod d. Since these
represent distinct residue classes mod d, the one of smallest valuation, call it
i0, is the only one with that valuation. It follows that v(m) = i0 + v( fi0 (mi0 )), the
value of the smallest term. In particular,

∑
i π

i fi(mi) , 0.

12.40 By (12.16.1) we have D2 f = Π(1,2) f , and (12.10.1) implies (D2 f )(x, y) =
Π(1,2) f )(x, y) = (Π(2,1) f )(y, x) = (D f )(y, x), hence

f (y, x) = (D2 f )(x, y). (s1)

Combining (12.16.2) for d = 3 with (12.15.3) and (1), (s1), we obtain (2).
In order to derive (3), we first let x, y ∈ M. Then (s1), Exc. 12.34 (c) and
Prop. 12.21 imply

f (x + y, z) = (D2 f )(z, x + y) = (∂[2]
x+y f )(z)

= (∂[2]
x f )(z) + (∂x∂y f )(z) + (∂[2]

y f )(z)

= (D2 f )(z, x) + (Π(1,1,1) f )(x, y, z) + (D2 f )(z, y)

= f (x, z) + f (x, y, z) + f (y, z),

as claimed. The general case x, y ∈ MR now follows by looking at f ⊗ R rather
than f . Combining (2) for t = 1 and (3), we now obtain

f (x + y + z) − f (x + y) − f (y + z) − f (z + x) + f (x) + f (y) + f (z)

= f (x + y) + f (x + y, z) + f (z, x + y) + f (z) − f (x + y) − f (y) − f (y, z)

− f (z, y) − f (z) − f (z) − f (z, x) − f (x, z) − f (x) + f (x) + f (y) + f (z)

= f (x, z) + f (x, y, z) + f (y, z) + f (z, x) + f (z, y) + f (z) − f (y) − f (y, z) − f (z, y)

− f (z) − f (z) − f (z, x) − f (x, z) − f (x) + f (x) + f (y) + f (z)

= f (x, y, z),
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and this is (4). Before dealing with (5), we prove

f (
n∑

i=1

rixi, x) =
n∑

i=1

r2
i f (xi, x) +

∑
1≤i< j≤n

rir j f (xi, x j, x) (s2)

for x ∈ MR by induction on n. For n = 1 there is nothing to prove. For n > 1,
the induction hypothesis and (3) imply

f (
n∑

i=1

rixi, x) = f (
n−1∑
i=1

rixi, x) + f (
n−1∑
i=1

rixi, rnxn, x) + f (rnxn, x)

=

n−1∑
i=1

r2
i f (xi, x) +

∑
1≤i< j<n

rir j f (xi, x j, x) +
n−1∑
i=1

rirn f (xi, xn, x) + r2
n f (xn, x)

=

n∑
i=1

r2
i f (xi, x) +

∑
1≤i< j≤n

rir j f (xi, x j, x),

as claimed. Now we can prove (5), again by induction on n. The case n = 1
again being obvious, let us assume n > 1 and that (5) holds for n− 1. Then this
and (s2) yield

f (
n∑

i=1

rixi) = f (
n−1∑
i=1

rixi) + f (
n−1∑
i=1

rixi, rnxn) + f (rnxn,

n−1∑
i=1

rixi) + f (rnxn)

=

n−1∑
i=1

r3
i f (xi) +

∑
1≤i, j<n,i, j

r2
i r j f (xi, x j) +

∑
1≤i< j<l<n

rir jrl f (xi, x j, xl)

+

n−1∑
i=1

r2
i rn f (xi, xn) +

∑
1≤i< j<n

rir jrn f (xi, x j, xn) +
n−1∑
j=1

r2
nr j f (xn, x j) + r3

n f (xn)

=

n∑
i=1

r3
i f (xi) +

∑
1≤i, j≤n,i, j

r2
i r j f (xi, x j) +

∑
1≤i< j<l≤n

rir jrl f (xi, x j, xl).

This completes the induction and the proof of (a).
(b) (i)⇒ (ii). From (i) we deduce gF(ei) = 0 for 1 ≤ i ≤ n, while (4) implies

gF(x, y, z) = 0 for all x, y, z ∈ Fn. Moreover, from Euler’s differential equation
(12.16.3 we conclude gF(x, x) = (Dg)F(x, x) = 3gF(x) = 0. It remains to
show that F consists of two elements and gF(x0, y0) , 0 for some x0, y0 ∈ Fn.
Replacing f by g and specializing t 7→ α ∈ F× in (2), we conclude gF(x, y) +
αgF(y, x) = 0. Assuming |F| > 2, this implies gF(x, y) = 0 for all x, y ∈ Fn. But
If gF(x, y) = 0 for all x, y ∈ Fn, then (6) and (5) for g in place of f and eiR in
place of xi for 1 ≤ i ≤ n would lead to the contradiction g = 0 as a polynomial
law over F. Thus (ii) holds.
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(ii) ⇒ (iii). By (6) and (s2) for g in place of f , the map Fn × Fn → F,
(x, y) 7→ gF(x, y) is an alternating F-bilinear form, forcing

S :=
(
gF(ei, e j)

)
1≤i, j≤n ∈ Matn(F)

to be an alternating matrix and S , 0 by (ii). Now let

x =


r1
...

rn

 =
n∑

i=1

rieiR ∈ Rn = (Fn)R (r1, . . . , rn ∈ R).

Then (5) and (6) imply

gR(x) = gR(
n∑

i=1

rieiR) =
n∑

i=1

r3
i gF(ei) +

∑
1≤i, j≤n,i, j

r2
i r jgF(ei, e j) +

∑
1≤i< j<l≤n

rir jrlgF(ei, e j, el)

=
∑

1≤i, j≤n

rigF(ei, e j)r2
j = xTS x2,

as claimed.
(iii)⇒ (i). Since F � F2 consists of two elements, the elements of Fn as an

F-algebra are all idempotents. Hence gF(x) = xTS x = 0 for all x ∈ Fn, whence
the set map gF : Fn → F is identically zero. On the other hand, since S , 0,
there are elements x0, y0 ∈ Fn such that xT

0 S y0 , 0, and passing from F � F2

to the separable quadratic extension K = F(θ) � F4 with θ ∈ K satisfying
θ2 = θ + 1, we deduce

gK(x0 + θy0) = (x0 + θy0)TS (x2
0 + θ

2y2
0)

= (x0 + θy0)TS (x0 + θ
2y0) = (x0 + θy0)TS (x0 + θy0) + (x0 + θy0)TS y0

= xT
0 S y0 , 0.

Thus gK , 0, so g : Fn → F is a non-zero cubic form.

12.41 Identifying V ⊆ VK canonically and picking a basis (1, ξ) of K as a
vector space over F, we have VK = V ⊕ ξV as a direct sum of F-subspaces.
Arguing indirectly, we assume that f⊗K does represent zero. Then fK(v+ξw) =
0 for some v,w ∈ V not both zero. If w = 0, then fF(v) = 0, hence v = 0 (since
f does not represenr zero), a contradiction. Thus w , 0 and then fF(w) , 0.
Consulting eqn. (2) of Exc. 12.40, we conclude that µ := fF[t](v+ tw) ∈ F[t] is
a cubic polynomial having the root ξ in K but no root in F (since fF is does not
represent zero). Thus µ is irreducible and hence the minimum polynomial of
ξ. On the other hand, the minimum polynomial of any element in the quadratic
field extension K of F has degree at most 2. This contradiction proves our
claim.
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12.42 Passing to R[ε], ε4 = 0, the Taylor expansion (12.15.4) yields(
D0(g ◦ f )

)
(x, y)+ ε

(
D(g ◦ f )

)
(x, y) + ε2(D2(g ◦ f )

)
(x, y) + ε3(D3(g ◦ f )

)
(x, y)

= (g ◦ f )(x + εy)

= g
(
f (x) + ε(D f )(x, y) + ε2(D2 f )(x, y) + ε3(D3 f )(x, y)

)
= g

(
f (x)

)
+ ε(Dg)

(
f (x), (D f )(x, y) + ε(D2 f )(x, y) + ε2(D3 f )(x, y)

)
+ ε2(D2g)

(
f (x), (D f )(x, y) + ε(D2 f )(x, y) + ε2(D3 f )(x, y)

)
+ ε3(D3g)

(
f (x), (D f )(x, y) + ε(D2 f )(x, y) + ε2(D3 f )(x, y)

)
.

Comparing coefficients of ε3 by combining (1) with (5) of Exercise 12.40, the
assertion follows.

12.43 (a) If f : M → N and f ′ : M′ → N′ are polynomial laws over k, a
morphism from f to f ′ in k-polaw is defined as a pair of linear maps φ : M →
M′, ψ : N → N′ making a commutative diagram

M
f //

φ

��

N

ψ

��
M′

f ′
// N′

(s1)

of polynomial laws over k.
(b) Since g is quadratic in the first variable, the expression g(x, y, z) is surely

trilinear. Moreover, for x, y, z ∈ M, we repeatedly use condition (iii) to compute

f (x + y + z)− f (x + y) − f (y + z) − f (z + x) + f (x) + f (y) + f (z)

= g(x + y, z) + g(z, x + y) + f (z) − f (y) − g(y, z) − g(z.y) − f (z)

− f (z) − g(z, x) − g(x, z) − f (x) + f (x) + f (y) + f (z)

= g(x, y, z),

and since the very left-hand side is totally symmetric in x, y, z, so is the right.
This proves the first part of (a). As to the second, (3) follows immediately by
linearizing g(y, x) = 0 for x ∈ Rad( f , g) with respect to y ∈ M and using
the total symmetry of (1). Hence (iii) implies that Rad( f , g) is a submodule
of M. Finally, for a linear map π as indicated, the maps f1 : M1 → N and
g1 : M1 × M1 → N given by f1(π(x)) := f (x) and g1(π(x), π(y)) := g(x, y), re-
spectively, for x, y ∈ M in view of (2) are well-defined, and it is straightforward
to check that ( f1, g1) : M1 → N1 is a cubic map with the desired properties.
This completes the proof of (c).

(c) Combining (iii) with the fact that g is quadratic-linear, (4) follows by a
straightforward induction. (4) and the commutativity of (5) immediately imply
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uniqueness of the R-cubic extension. To prove its existence, let R ∈ k-alg and
assume first that M is a free k-module, with basis (ei)i∈I . Write gR : MR×MR →

NR for the R-quadratic-linear extension of g in the sense of Exercise 11.34. In
the spirit of (4), we define a set map fR : MR → NR by

fR(
∑
i∈I

rieiR) :=
∑

i

r3
i f (ei)R +

∑
i, j

r2
i r jg(ei, e j)R +

∑
|i< j<l

rir jrlg(ei, e j, el)R (s2)

for all families (ri)i∈I with finite support in R. Putting x :=
∑

rieiR, y :=
∑

sieiR

with another such family (si)i∈I , we obtain

gR(x, y) =
∑

i,l

r2
i slg(ei, el)R +

∑
i< j,l

rir jrlg(ei, e j, el)R, (s3)

and using (s2), (s3), (iv), one checks that ( f , g)R := ( fR, gR) is indeed an R-
cubic extension of ( f , g).

Now assume that M is arbitrary. Since the functor − ⊗ R is right exact, we
obtaina commutative diagram

0 // L
i
//

can

��

M′
π
//

can
��

M //

can

��

0

LR iR
// M′R πR

// MR // 0

(s4)

of k- (resp. R-)modules, with exact rows and M a free k-module. By the special
case just treated, the cubic map

( f ′, g′) :=
(
f ◦ π, g ◦ (π × π)

)
: M′ −→ N (s5)

over k extends to a cubic map

( f ′, g′)R := ( f ′R, g
′
R) : M′R −→ NR (s6)

over R. We claim

Ker(πR) ⊆ Rad
(
( f ′, g′)R

)
. (s7)

Exactness of the second row in (s4) implies that any element of Ker(πR) can
be written as iR(z), for some z =

∑
r ju jR ∈ LR, r j ∈ R, u j ∈ L. Applying (4) to

( f ′, g′)R, we conclude

f ′R
(
iR(z)

)
= f ′R

(∑
r ji(u j)R

)
=

∑
j

r3
j f ′

(
i(u j)

)
R +

∑
j,l

r2
j rlg′

(
i(u j), i(ul)

)
R +

∑
j<l<m

r jrlrmg′
(
i(u j), i(ul), i(um)

)
R,

where (s6) implies f ′(i(u j)) = ( f ◦ π ◦ i)(u j) = 0, g′(i(u j), i(ul)) = g((π ◦ i)(u j),
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(π ◦ i)(ul)) = 0 and, similarly, g′(i(u j), i(ul), i(um)) = 0. Since g′ is R-quadratic-
linear, we also have g′R(iR(z), y) = g′R(y, iR(z)) = 0 for all y ∈ M. Summing up,
we conclude iR(z) ∈ Rad(( f ′, g′)R), and (s7) follows. By (c), therefore, we find
a cubic map

( f , g)R := ( fR, gR) : MR −→ N (s8)

over R such that

fR ◦ πR = f ′R, gR ◦ (πR × πR) = g′R. (s9)

Since π and πR are both surjective, one checks that (5) commutes, so ( f , g)R is
indeed an R-cubic extension of ( f , g).

(d) If ( f , g) : M → N and ( f ′, g′) : M′ → N′ are cubic maps over k, a mor-
phism from ( f , g) to ( f ′, g′) in k-cumap is defined as a pair of linear maps
φ : M → M′, ψ : N → N′ making commutative diagrams

M
f //

φ

��

N

ψ

��

M × M
g //

φ×φ

��

N

ψ

��
M′

f ′
// N′, M′ × M′

g′
// N′

(s10)

of set maps.
Now let f : M → N be a homogeneous polynomial law of degree 3 over

k. We combine equations (2), (3) of Exc. 12.40 with Euler’s differential equa-
tion (12.16.3) to conclude that ( fk, (D f )k) is a cubic map from M to N. If
(φ, ψ) : f → f ′ is a morphism in k3-holaw, then the chain rules (12.17.4),
(12.17.5) applied to the commutative diagram (s1) show that (φ, ψ) is also a
morphism from ( fk, (D f )k) to ( f ′k , (D f ′)k) in k-cumap. Thus we have obtained
a functor from k3-holaw to k-cumap.

Conversely, let ( f , g) : M → N be a cubic map over k. We claim that the
family of set maps

( f ∗ g)R := fR : MR −→ NR (s11)

defined for R ∈ k-alg as the first component of the R-cubic extension of ( f , g)
is a polynomial law over k. Indeed, given a morphismφ : R → S in k-alg,
we replace f by fR and R by S in (5), observe ( fR)S = fS and conclude
from (9.4.2) that (12.2.1) commutes, as desired. Note that the polynomial
law f ∗ g : M → N by definition is homogeneous of degree 3, hence an
object of the category k3-holaw. If (φ, ψ) : ( f , g) → ( f ′, g′) is a morphism
of cubic maps ( f , g) : M → N, ( f ′, g′) : M′ → N′ over k, one checks that
f ′R(φ(xR)) = ψR( fR(xR)), g′R(φR(xR), φ(yR)) = ψR(gR(xR, yR)) for all R ∈ k-alg,
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x, y ∈ M, and we conclude from (s11) that (φR, ψR) : ( f , g)R → ( f ′, g′)R is a
morphism of cubic maps over R. Hence (φ, ψ) : f ∗ g → f ′ ∗ g′ is a morphism
in k3-holaw., thus defining a functor from k-cumap to k3-holaw. It remains
to show that the two functors are inverse to one another. Let f : M → N be a
homogeneous poynomial law of degree 3 over k. For R ∈ k-alg, the diagrams

M
fk
//

can
��

N

can
��

M × M
(D f )k

//

can
��

N

can
��

MR fR
// NR, MR × MR (D f )R

// NR

commute, and we conclude fR = ( fk)R, (D f )R = ((D f )k)R, so ( fR, (D f )R) is the
R-cubic extension of ( fk, (D f )k). Hence fk∗(D f )k = f as polynomial laws over
k. Conversely, let ( f , g) : M → N be a cubic map over k and write R := k[ε],
ε2 = 0, for the k-algebra of dual numbers. Since g is quadratic-linear, condition
(iii) in the definition of a cubic map implies

fR(x1 + εx2) = f (x1 + εg(x1, x2))

for all x1, x2 ∈ M, and comparing with the Taylor expansion (12.15.5) we
conclude (( f ∗ g)k, (D( f ∗ g))k) = ( f , g). This completes the proof.

12.44 Arguing as in the solution to Exercise 11.36, we first assume that M
is free, let (ei)i∈I be a basis of M, and choose a total order on I. By Exer-
cise 12.43 (d), we may write F = f ∗ g, where ( f , g) : M → N is a cubic map
in the sense of Exercise 12.43. Let T : M ×M ×M → N be the unique trilinear
map from M × M × M to N given by the values

T (ei, e j, el) =


f (ei) for i = j = l ∈ I,

g(ei, el) for i, j, l ∈ I, i = j , l,

g(ei, e j, el) for i, j, l ∈ I, i < j < l,

0 otherwise

on the basis vectors. Then, for any x =
∑
ξiei ∈ M, ξi ∈ k, we have

T (x, x, x) = T (
∑

ξiei,
∑

ξiei,
∑

ξiei) =
∑
i, j,l∈I

ξiξ jξlT (ei, e j, el)

=
∑
i∈I

ξ3
i T (ei, ei, ei) +

∑
i,l∈I,i,l

ξ2
i ξl

(
T (ei, ei, el) + T (ei, el, ei) + T (el, ei, ei)

)
+

∑
i, j,l∈I,i< j<l

ξiξ jξl
(
T (ei, e j, el) + T (e j, el, ei) + T (el, ei, e j)

+ T (e j, ei, el) + T (ei, el, e j) + T (el, e j, ei)
)
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=
∑

ξ3
i f (ei) +

∑
i, j

g(ei, e j) +
∑
i< j<l

ξiξ jξlg(ei, e j, el) = f (
∑

ξiei)

by Exercise (12.43.4) Since the identification F = f ∗ g is compatible with
base change, the assertion follows if M is free. Now let M be an arbitrary
projective module. Then there exists a k-module M′ making M0 := M ⊕ M′

free. Let F′ : M′ → N be the zero polynomial law on M′ with values in N
and consider the homogeneous polynomial law F0 : M0 → N of degree 3
canonically induced by F and F′. By the special case just treated we find a
trilinear map T0 : M0 × M0 × M0 → N such that F0(x0) = T0(x0, x0, x0) for all
x0 ∈ M0R, R ∈ k-alg. But this implies F(x) = T (x, x, x) for all x ∈ MR, where
T : M × M × M → N is the restriction of T0 to M × M × M.

12.45 Let f : M → N be a polynomial law over K. Letting S ∈ K-alg and
setting R := kS , the map 1S : R → S is a morphism of k-algebras, giving
rise to a surjective morphism φ : RK → S of K-algebras and hence, in view of
(12.27.1), to a commutative diagram with exact columns

(k M)R (k f )R

//

1M⊗φ

��

(kN)R

1N⊗φ

��
MS fS

//

��

NS

��
0 0,

which shows that fS is uniquely determined by (k f )R, so f is uniquely deter-
mined by k f , as claimed.

12.46 Let R ∈ k-alg.
(a) Using (12.27.4), we obtain (g ◦ f )R = (g ◦ f )RK = (gRK ) ◦ ( fRK ) = (kg)R ◦

(k f )R = (kg ◦ k f )R.
(b) For r, ri ∈ R, xi ∈ M, we recall (kN)R = NRK as RK-modules and compute

(k f )R(r
∑

xi⊗ri) = (k f )R(
∑

xi⊗rri) = fRK (
∑

xi⊗K (rri⊗1K)) = fRK (
∑

xi⊗K ((r⊗
1K)(ri⊗1K))) = fRK ((r⊗1K)

∑
xi⊗K (ri⊗1K)) = (r⊗1K)d fRK (

∑
xi⊗K (ri⊗1K)) =

rd(k f )R(
∑

xi ⊗ ri), where the last equality is justified by (12.27.4) for a = 1K .
(c) For a finite chain T = (t1, . . . , tn) of independent indeterminates, we

make use of the identification

R[T]K = RK[T] (s1)

via

(rTν) ⊗ a = (r ⊗ a)Tν, Tν ⊗ 1K = Tν (r ∈ R, a ∈ K, ν ∈ Nn) (s2)
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Combining this identification with 12.27, we find

((k M)R)R[T] = (k M)R[T] = MR[T]K = MRK [T] = (MRK )RK [T] (s3)

and claim

z ⊗R Tν = z ⊗RK Tν (z ∈ (k M)R = MRK , ν ∈ N
n
0). (s4)

In order to prove (s4), additivity in the first variable allows us to assume z =
x⊗r = x⊗K (r⊗1K) with x ∈ M, r ∈ R, and following the chain of identifications
presented in (s3), we conclude z ⊗R Tν = (x ⊗ r) ⊗R Tν = x ⊗ (rTν) = x ⊗K

((rTν) ⊗ 1K) = x ⊗K ((r ⊗ 1K)Tν) = (x ⊗K (r ⊗ 1K)) ⊗RK Tν = z ⊗RK Tν, and
(s4) follows. Now let x1, . . . , xn ∈ (k M)R = MRK . Then we combine (s3) with
the identifications of (12.5.1) and Theorem 12.9 to obtain∑

ν∈Nn
0

((
Πν k f

)
R(x1, . . . , xn)

)
⊗R Tν = (k f )R[T](

n∑
j=1

x j ⊗R t j)

= fRK [T](
n∑

j=1

x j ⊗RK t j)

=
∑
ν∈Nn

0

(Πν f )RK (x1, . . . , xn) ⊗RK Tν

=
∑
ν∈Nn

0

((
k(Πν f )

)
R(x1, . . . , xn)

)
⊗R Tν,

and a comparison yields (Πν (k f ))R(x1, . . . , xn) = (k(Πν f ))R(x1, . . . , xn), hence
(c).

(d) Let x ∈ (k M)R = MRK . Then (k fi)R(x) = ( fi)RK (x) = 0 for almost all i ∈ I,
showing that the family (k fi)i∈I is locally finite. Moreover, (

∑
i∈I(k fi)R)(x) =∑

i∈I(k fi)R(x) =
∑

i∈I( fi)RK (x) = (
∑

i∈I fi)RK (x) = (k(
∑

i∈I fi))R(x), and (d) fol-
lows.

(e) Combining (c) with (d) and (12.15.1) yields

k(Dn f ) = k(
∑
p≥0

Π(p,n) f ) =
∑
p≥0

k(Π(p,n) f ) =
∑
p≥0

Π(p,n)(k f ) = Dn(k f )

for all n ∈ N0.
(f) For R ∈ k-alg, x ∈ (k M)R = MRK , we apply (e) and obtain

(∂y(k f ))R(x) = (D(k f ))R(x, yR) = (k(D f ))R(x, yR)

= (D f )RK (x, yRK ) = (∂y f )RK (x) = (k(∂y f ))R(x),

as claimed.
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12.47 Existence. Let R ∈ K-alg ⊆ k-alg. There is a natural surjection

ωR : (kN)R −→ NR, ωR(y ⊗ r) = y ⊗K r (y ∈ N, r ∈ R). (s1)

Combining this with (9.4.1), we obtain a set map

gR := ωR ◦ fR : (MK)R = MR fR
// (kN)R ωR

// NR. (s2)

We claim that the totality of set maps gR, R ∈ K-alg, is a polynomial law over
K. To see this, suppose φ : R→ S is a morphism in K-alg. In the diagram

(MK)R 1
//

1MK⊗Kφ

��

MR

1M⊗φ

��

fR
// (kN)R

1N⊗φ

��

ωR
// NR

1N⊗Kφ

��
(MK)S 1

// MS fS
// (kN)S ωS

// NS ,

the left-hand square commutes by (9.4.1), the middle square commutes be-
cause f is a polynomial law over k, while the right-hand square commutes by
virtue of (s1). Combining we obtain a commutative diagram

(MK)R gR
//

1MK⊗Kφ

��

NR

1N⊗Kφ

��
(MK)S gS

// NS ,

which shows that g is indeed a polynomial law over K. To complete the ex-
istence part of the proof, it remains to show that the diagram (1) commutes,
so let R ∈ k-alg. Then (kN)R = NRK by (12.27.1), leading to a composition of
additive maps as

(kN)R 1(k N)⊗canR,K

// (kN)RK ωRK

// NRK = (kN)R,

where canR,K : R → RK is the natural map of (9.2.3). For y ∈ N, r ∈ R, we
obtain ωRK ◦ (1(k N) ⊗ canR,K)(x⊗ r) = ωRK (x⊗ (r⊗ 1K)) = x⊗K (r⊗ 1K) = x⊗ r,
so

ωRK ◦ (1(k N) ⊗ canR,K) = 1(k N)R . (s3)

We must show (kg)R ◦ (k(canM,K))R = fR. Under the natural identification
(k(MK))R = (MK)RK = MRK , we have (k(canM,K))R = 1M ⊗ canR,K , so we
must show gRK ◦ (1M ⊗ canR,K) = fR. But f is a polynomial law over k, so the
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diagram

MR fR
//

1M⊗canR,K

��

(kN)R

1(k N)⊗canR,K

��
MRK fRK

// (kN)RK

commutes. Hence (s2),(s3) imply gRK ◦ (1M ⊗ iR,K) = ωRK ◦ fRK ◦ (1M ⊗ iR,K) =
ωRK ◦ (1(k N) ⊗ iR,K) ◦ fRK = fRK , as desired.

Uniqueness. Suppose g, h : MK → N are two polynomial laws over K mak-
ing the diagram (1) commutative. We must show g = h. Thanks to Exer-
cise 12.45, it actually suffices to show kg = kh, i.e., gRK = hRK for all R ∈ k-alg.
In order to do so, let x1, . . . , xn ∈ M, r1, . . . , rn ∈ R, a1, . . . , an ∈ K and T =
(t1, . . . , tn) a finite chain of independent indeterminates. Write φ : RK[T]→ RK

for the unique homomorphism of RK-algebras sending tν to rν⊗aν (1 ≤ ν ≤ n).
Since g, h are polynomial laws over K, the squares of the diagram

MRK [T] 1
//

1M⊗φ

��

(MK)RK [T] gRK [T],hRK [T]

//

1MK⊗Kφ

��

NRK [T]

1N⊗Kφ

��
MRK 1

// (MK)RK gRK ,hRK

// NRK

commute, and using (9.4.1) we conclude, for p ∈ {g, h},

pRK

(∑
xν ⊗ (rν ⊗ aν)

)
= pRK

(∑
(xν ⊗ 1K) ⊗K (rν ⊗ aν)

)
=

(
pRK ◦ (1MK ⊗K φ)

)(∑
(xν ⊗ 1K) ⊗K tν

)
=

(
pRK ◦ (1M ⊗ φ)

)(∑
xν ⊗ tν

)
=

(
(1N ⊗K φ) ◦ pRK [T]

(∑
xν ⊗ tν

)
,

which shows that it will be enough to prove

gRK [T](
∑

xν ⊗ tν) = hRK [T](
∑

xν ⊗ tν).

Combining our previous identifications with the fact that (1) holds for p and
R[T]K = RK[T] under the identification tν ⊗ 1K = tν for all ν = 1, . . . , n , this
follows from

fR[T](
∑

xν ⊗ tν) = (k p)R[T] ◦
(
k(canM,K)

)
R[T](

∑
xν ⊗ tν)

= pR[T]K ◦ (1M ⊗ canR[T],K)(
∑

xν ⊗ tν)

= pR[T]K

(∑
xν ⊗ (tν ⊗ 1K)

)
= pRK [T](

∑
xν ⊗ tν).
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12.48 (a) Put H := f ∗ g : M → N as a polynomial law over K and H′ :=
( k f , kg) : k M → kN as a polynomial law over k. We must show kH = H′. For
any polynomial law h over K, we apply (12.27.4) and obtain (kh)k = hk⊗K =

hK . Hence

(kH)k = HK( f ∗ g)K = fK = f

as a set map M → N, which is the same as

k f = (k f )k
(
(k f ) = ∗(kg)

)
k = H′k

as a set map k M → kN, and we have shown (kH)k = H′k. Similarly, by Exer-
cise 12.46 (e), (

D(kH)
)
k =

(
k(DH)

)
k = (DH)K = gK = g

as a set map M × M → N, which is the same as

kg = (kg)k =
(
D
(
(k f ) ∗ (kg)

))
k
= (DH′)k

as a set map k M× k M → kN. Thus (D(kH))k = H′k, and from Exercise 12.43 (d)
we conclude kH = H′, as claimed.

(b) By definition, (2) commutes as a σ-semi-linear polynomial square if and
only if

k M
kφ
//

k( f ∗g)

��

k M′

k( f ′∗g′)
��

kN
kψ
// kN′

(s1)

does as a diagram of polynomial laws over k. But (s1), thanks to (a), is the
same as

k M
kφ
//

(k f )∗(kg)

��

k M′

(k f ′)∗(kg′)
��

kN
kψ
// kN′

By the solution to Exercise 12.43 (a), therefore,

(kφ, kψ) : (k f ) ∗ (kg) −→ (k f ′) ∗ (kg′)

is a morphism in the category k3-holaw. Thus Exercise 12.43 (d) and (1) imply
that

(kφ, kψ) : (k f , kg) −→ (k f ′, kg′)
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is a morphism in the category k-cumap, which in turn is equivalent to the
diagrams (3) of set maps being commutative.

12.49 Fixing R ∈ k-alg, there is clearly a unique k-linear map

ΨR : N ⊗ Pol(M, k) −→ Map(MR,NR)

given by

ΨR(v ⊗ f )(x) = v ⊗ fR(x)

for v ∈ N, f ∈ Pol(M, k), x ∈ MR. For the first part of the problem, it will
be enough to show that ΨR varies functorially with R, so let φ : R → S be a
morphism in k-alg. Since f is a scalar polynomial law, hence the diagram

MR fR
//

1M⊗φ

��

R

φ

��
MS fS

// S

commutes, so does

MR
ΨR(v⊗ f )

//

1M⊗φ

��

NR

1N⊗φ

��
MS

ΨS (v⊗ f )
// NS .

Hence we have shown that a k-linear map Ψ : N ⊗ Pol(M, k) → Pol(M,N)
satisfying (1) does indeed exist and is obviously unique. It remains to prove
that Ψ is an isomorphism if N is finitely generated projective.

To this end, N still being arbitrary, we writeΨN := Ψ to indicate dependence
on N and consider another k-module N′. Then the linear projections π : N ⊕
N′ → N, π′ : N ⊕ N′ → N′, canonically regarded as homogeneous polynomial
laws of degree 1 via Exercise 12.33, induce k-linear maps

π∗ : Pol(M,N ⊕ N′) −→ Pol(M,N), π′∗ : Pol(M,N ⊕ N′) −→ Pol(M,N′)

given by f 7→ π ◦ f , f 7→ π′ ◦ f , respectively, which in turn yield an isomor-
phism

π∗ ⊕ π
′
∗ : Pol(M,N ⊕ N′)

∼
−→ Pol(M,N) ⊕ Pol(M,N′).

After the natural identification M ⊗ (N ⊕ N′) = M ⊗ N ⊕M ⊗ N′, it is straight-
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forward to check that the diagram

(N ⊕ N′) ⊗ Pol(M, k)
ΨN⊕N′

//

can �

��

Pol(M,N ⊕ N′)

� π∗⊕π
′
∗

��
(N ⊗ Pol(M, k)) ⊕ (N′ ⊗ Pol(M, k))

ΨN⊕ΨN′
// Pol(M,N) ⊕ Pol(M,N′)

(s1)

commutes. Now suppose N is finitely generated projective and choose a k-
module N′ making N⊕N′ free of finite rank. By a repeated application of (s1),
we are reduced to the case N = k. But thenΨ = Ψk = 1Pol(M,k), and the problem
is solved.

Remark. In [11, Lemma 3.3], the result in this exercise is obtained as a conse-
quence of 25.5 (iii).
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Solutions for Section 13

This section contains no exercises.

Solutions for Section 14

14.7 Since the associator of A is alternating, the first part follows immediately
from (7.5.1). The second part is now obvious.

14.8 A multilinear map is alternating if and only if it vanishes provided two
adjacent components of the argument are equal; hence, after linearizing, it
changes signs when two adjacent components are switched. For an alternative
k-algebra A, we therefore have to prove

f (w, x, y, y) = 0 = f (w, x, x, z) = f (x, x, y, z)

for all w, x, y, z ∈ A. The first equation follows from the fact that the associator
of A is alternating by definition. Combined with the left Moufang identity and
the linearized left alternative law, this also gives

f (w, x, x, z) = [wx, x, z] − x[w, x, z] =
(
(wx)x

)
z − (wx)(xz) − x

(
(wx)z

)
+ x

(
w(xz)

)
=

(
(wx)x + x(wx)

)
z −

((
(wx)(xz) + x

(
(wx)z

))
= 0,

hence the second equation. As to the third, we write f op for the Kleinfeld func-
tion of Aop, and since A and Aop have the same associator, we conclude

f op(w, x, y, z) = f (x,w, y, z),

hence f (x, x, y, z) = − f (x, y, x, z) = − f op(y, x, x, z) = 0, as desired.

14.9 The implications (i)⇒(ii)⇒(iii)⇒(iv) and (i)⇒(v) are obvious, while

74
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(iv)⇒(iii) follows from the fact that Lx, Rx, Ux = LxRx pairwise commute.
We are thus left with the following implications.

(iv)⇒(i). Given y ∈ A, we find an element z ∈ A satisfying xzx = y. More-
over, since (iii) holds by what we have just seen, there are e, f ∈ A such that
ex = x = x f . Now the Moufang identities yield ey = e(xzx) = ((ex)z)x =
xzx = y, y f = (xzx) f = x(z(x f )) = xzx = y, so e (resp. f ) is a left (resp. right)
unit for A. Hence A is unital with 1A = e = f .

(v)⇒(i). Since Lx is surjective, some e ∈ A has xe = x and any z ∈ A can be
written as z = xw for some w ∈ A. Hence x(ez) = x(e(xw)) = (xex)w = x2w =
x(xw) = xz, forcing e to be a left unit for A since Lx is also injective. Passing
to Aop, we find a right unit for A as well, and (i) holds.

14.10 (a) The implication (ii)⇒(i) is obvious, while (i)⇔(iii) becomes (i)⇔(ii)
in Aop. Thus we only have to prove (i)⇒(ii). Using the Moufang identities
in operator form (13.3.4), (13.3.5), we obtain E2 = LxLyLxLy = LxyxLy =

LxLy = E and, similarly, F2 = F. Furthermore, by (13.5.4), EF = LxLyRyRx =

LxUyRx = Uxy = U1A = 1A, hence 1A = E2F = EEF = E, and this is (ii).
(b) Assume x ∈ A is right invertible, so some y ∈ A has xy = 1A. Then

LxLy = 1A by (a)(ii), so Lx : A → A is surjective. But A is a finitely gener-
ated k-module, forcing Lx to be bijective (Prop. 7.11), hence x to be invertible
(Prop. 13.6) and y = x−1 to be its two-sided inverse. The case of a left invertible
element is treated analogously.

(c) Take V to be the k-vector space of all sequences a0, a1, . . . of elements of
k with coordinatewise addition, A := Endk(V), y to be the map that shifts the
sequence right by one place and puts a zero in the first coordinate, and x to be
the map that shifts the sequence left by one place and drops the first coordinate.
Then xy = 1A, but neither x nor y is invertible because x is not injective and y
is not surjective.

14.11 Since xy ∈ A is invertible, so is the linear operator Uxy, by Prop. 13.6.
But Uxy = RyUxLy by (13.5.4), so Ly is injective. On the other hand, the
left Moufang identity and (13.6.2) imply Ly(x(y(xy)−1)) = y[x(y(xy)−1)] =
[y(xy)](xy)−1 = y = Ly1A, and since Ly is injective, we conclude x(y(xy)−1) =
1A, so x is right invertible with y(xy)−1 as a right inverse. Reading this in Aop

shows that y is left invertible with (xy)−1x as a left inverse.

14.12 For i, j = 1, 2 and x ∈ A, the expression cixc j is unambiguous since
it takes place in the unital subalgebra of A generated by c and x, which is
associative by Cor. 14.5. We now claim that the following relations hold.

Lci Lc j = δi jLci , Rci Rc j = δi jRci , Lci Rc j = Rc j Lci . (s1)

For i = j, this follows immediately from (13.1.4)–(13.1.2), while for i , j
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it suffices to observe Lc j = 1A − Lci , Rc j = 1A − Rci to arrive at the desired
conclusion. Now let i, j, l,m = 1, 2 and put Ei j := Lci Rc j . Then (s1) yields
Ei jElm = Lci Rc j Lcl Rcm = Lci Lcl Rc j Rcm = δilδ jmLci Rc j = δilδ jmEi j, so the Ei j

are indeed orthogonal projections that add up to
∑

i, j=1,2 Ei j =
∑

i, j=1,2 Lci Rc j =

Uc1+c2 = U1A = 1A. This proves (1), where the Ai j = Ai j(c) are defined by the
first among the relations in (2). The remaining ones are now obvious. Next we
establish (3)–(5). In order to do so, we let xi j ∈ Ai j, ylm ∈ Alm etc. and first
prove

cix jl = δi jx jl, xi jcl = δ jlxi j. (s2)

Indeed, by (2) the first relation is clear for i = j, while for i , j we obtain
cix jl = x jl−c jx jl = x jl−x jl = 0, as claimed. The second relation is proved anal-
ogously. Combining now the linearized right alternative law (13.2.2) with (s2),
we obtain (xi jy jl)cl = xi j(y jlcl + cly jl)− (xi jcl)y jl = xi jy jl + δ jlxi jy jl − δ jlxi jy jl =

xi jy jl and, similarly, ci(xi jy jl) = xi jy jl. This proves (3). Furthermore, for i , j,
the left Moufang identity and (s2) yield xiiy jl = (cixiici)y jl = ci(xii(ciy jl)) = 0
and, similarly, yl jxii = 0. Thus (4) holds. Finally, since c j(xi jyi j) = (c jxi j +

xi jc j)yi j − xi j(c jyi j) = xi jyi j = (xi jyi j)ci, we also have (5). In particular, x2
i j =

c jx2
i j = (c jxi j)xi j = 0, while the remaining assertion A2

i j = {0} for A associative
is obvious.

Solutions for Section 15

15.13 By Prop. 13.6, x ∈ A is invertible in A(p,q) iff U(p,q)
x = UxUpq (by

(15.5.1)) is bijective iff Ux is bijective iff x is invertible in A, in which case its
inverse in A(p,q) is x(−1,p,q) = (U(p,q)

x )−1x = U−1
pq U−1

x x = U−1
pq x−1.

15.14 By definition, f , g, h are linear bijections from A to B satisfying f (xy) =
g(x)h(y) for all x, y ∈ A. Setting u := g−1(1B), v := h−1(1B), we conclude
f (uy) = h(y), f (xv) = g(x), equivalently, f ◦ Lu = h, f ◦ Rv = g. Thus
Lu,Rv : A → A are linear bijections, forcing A to be unital (Exc. 14.9) and
u, v ∈ A to be invertible (Prop. 13.6), with inverses p := v−1, q := u−1 This
implies f ((xp)(qy)) = g(xp)h(qy) = f ((xv−1)v) f (u(u−1y)) = f (x) f (y). Thus
f : A(p,q) → B is an isomorphism; in particular, B is alternative.

15.15 See [21, 2.2-2.8]. In particular 1Str(A) = (1A.1A, 1A) is the unit element
of Str(A) and (p, q, g)−1 = (g−1(q−1 p−2), g−1(q−2 p−1), g−1) is the inverse of
(p, q, g) ∈ Str(A).

15.16 The equation (Lux)u · u−2(Luy) = uxu · u−2(uy) = u(x(u(u−1y))) =
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u(xy) = Lu(xy) for all x, y ∈ A shows that Lu : A → A(u,u−2) is an isomorphism.
Hence L̃u ∈ Str(A). Reading this in Aop also yields R̃u ∈ Str(A). Invoking
(15.15.1) and Cor. 14.5, we now compute

L̃uL̃vL̃u = (u, u−2, Lu)(v, v−2, Lv)L̃u =
(
uu−2uvu, u−2uv−2uu−2, LuLv

)
L̃u

= (vu, u−1v−2u−1, LuLv)(u, u−2Lu) = (w, z, LuLvLu) = (w, z, Luvu),

where

w = vuu−1v−2u−1uvuvu = uvu,

z = u−1v−2u−1uvu−2vuu−1v−2u−1 = u−1v−1u−2v−1u−1 = (uvu)−2.

Thus L̃uL̃vL̃u = (uvu, (uvu)−2, Luvu) = L̃uvu. Reading this in Aop, we also obtain
R̃uR̃vR̃u = R̃uvu. Since L̃1A = 1Str(A) = R̃1A , the relations (L̃u)−1 = L̃u−1 , (R̃u)−1 =

R̃u−1 are now clear. Next we compute

L̃uR̃v = (u, u−2, Lu)(v−2, v,Rv) = (uu−2uv−2u, u−2uvuu−2, LuRv)

= (v−2u, u−1vu−1, LuRv),

as claimed. A similar computation or passing to Aop yields the analogous equa-
tion for R̃vL̃u. The rest is clear.

15.17 See [21, 3.2, 3.3].

15.18 (a) The extended right multiplication by pq as defined in Exc. 15.16
yields an isomorphism

Rpq : A
∼
−→ A((pq)−2,pq),

which by functoriality 15.4 and Prop. 15.3 may also be regarded as an isomor-
phism

Rpq : A(p,q) ∼
−→ (A((pq)−2,pq))(p2q,qpq) = A(p′,q′)

with

p′ = (pq)−2(pq)p2q(pq)−2 = q−1 p−1 pq−1 p−1 = q−2 p−1,

q′ = (pq)(qpq)(pq)−2(pq) = pq2.

Thus Rpq : A(p,q) → Apq2
is an isomorphism, which may also be verified di-



78 Solutions for Chapter III

rectly, using (13.7.1) and the Moufang identities:

(Rpqx)(pq2)−1 · (pq2)Rpqy) =
(
x(pq)

)
(q−2 p−1) ·

(
(pq)q

)(
y(pq)

)
=

(
x(pq)

)
(q−2 p−1) · (pq)(qy)(pq)

=
[([(

x(pq)
)
(q−2 p−1)

]
(pq)

)
(qy)

]
(pq)

=
[(

x
(
(pq)(q−2 p−1)(pq)

))
(qy)

]
(pq)

=
(
(xp)(qy)

)
(pq) = Rpq

(
(xp)(qy)

)
.

(b) The argument uses (15.9.3) to conclude A(pq)r = (Apq)r = ((Ap)q)r =

(Ap)qr = Ap(qr), which by (15.9.4) yields (pq)r = up(qr) for some u ∈ Nuc(A)×.
But the argument is faulty since with B := Ap we have ((Ap)q)r = (Bq)r = Bs,
where s is the product of q and r not in A but in B = Ap: s = (qp−1)(pr),
forcing Bs = (Ap)(qp−1)(pr) = AT, t = p[(qp−1)(pr)] = [p(qp−1)p]r = (pq)r, in
complete agreement with the previous computation. Moreover, the conclusion
does not hold, which follows from looking at the real octonions . . . .

15.19 The solution to Exc. 15.18 shows that right multiplication by pq yields
an isomorphism from A(p,q) to an appropriate unital isotope of A. It there-
fore suffices to show Nuc(Ap) = Nuc(A) and Cent(Ap) = Cent(A) for all
p ∈ A×; actually, since A = (Ap)p−1

, it will be enough to verify the inclusions
Nuc(A) ⊆ Nuc(Ap), Cent(A) ⊆ Cent(Ap). Writing [−,−,−]p (resp. [−,−]p)
for the associator (resp. the commutator) of Ap, this will follow once we have
shown

[x, y, z]p = [x, yp−1, pz] − [x, p−1, (py)z] and (s1)

[x, y]p = [x, y] + [x, p−1, py] − [y, p−1, px]

for all x, y ∈ A. In order to derive the first relation of (s1), we compute

[x, y, z]p =
((

(xp−1)(py)
)
p−1

)
(pz) − (xp−1)

(
p
(
(yp−1)(pz)

))
=

(
x(yp−1)(pz) − (xp−1)

(
(py)z

)
= [x, yp−1, pz] + x

(
(yp−1)(pz)

)
− (xp−1)

(
(py)z

)
,

where the second summand on the right agrees with

x
[
p−1

(
p
(
(yp−1)(pz)

))]
= x

(
p−1((py)z

))
= −[x, p−1, (py)z] + (xp−1)

(
(py)z

)
.

Inserting this into the previous equation yields the first relation of (s1). For
the second, we obtain [x, y]p = (xp−1)(py) − (yp−1)(px) = [x, p−1, py] + xy −
[y, p−1, px] − yx = [x, y] + [x, p−1, py] − [y, p−1, px], as claimed.
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Solutions for Section 16

16.18 (a) We begin by deriving the following identities:

nC(x2) = nC(x)2, (s1)

nC(x, x2) = tC(x)nC(x), (s2)

tC(x2) = tC(x)2 − 2nC(x). (s3)

Indeed, the identities of 16.5 yield nC(x2) = nC(tC(x)x−nC(x)1C) = tC(x)2nC(x)−
tC(x)2nC(x) + nC(x)2, hence (s1), while nC(x, x2) = nC(x, tC(x)x − nC(x)1C =

2tC(x)nC(x) − tC(x)nC(x) yields (s2) and tC(x2) = tC(tC(x)x − nC(x)1C) =
tC(x)2 − 2nC(x) is (s3). Combining these identities with those of (16.5) and
writing y, z ∈ k[x] as y = α01C + α1x, y = β01C + β1x with α0, α1, β0, β1 ∈ k,
we now compute

nC(yz) − nC(y)nC(z) = nC
(
(α01C + α1x)(β01C + β1x)

)
− nC(α01C + α1x)nC(β01C + β1x)

= nC
(
α0β01C + (α0β1 + α1β0)x + α1β1x2)

−
(
α2

0 + α0α1tC(x) + α2
1nC(x)

)(
β2

0 + β0β1tC(x) + β2
1nC(x)

)
= α2

0β
2
0 + α0β0(α0β1 + α1β0)tC(x) + α0β0α1β1tC(x2)

+ (α0β1 + α1β0)2nC(x) + (α0β1 + α1β0)α1β1nC(x, x2) + α2
1β

2
1nC(x2)

−
(
α2

0 + α0α1tC(x) + α2
1nC(x)

)(
β2

0 + β0β1tC(x) + β2
1nC(x)

)
= α2

0β
2
0 + α0β0(α0β1 + α1β0)tC(x) + α0α1β0β1tC(x)2 − 2α0α1β0β1nC(x)

+ (α0β1 + α1β0)2nC(x) + (α0β1 + α1β0)α1β1tC(x)nC(x) + α2
1β

2
1nC(x)2

−
(
α2

0 + α0α1tC(x) + α2
1nC(x)

)(
β2

0 + β0β1tC(x) + β2
1nC(x)

)
= α2

0β
2
0 + α

2
0β0β1tC(x) + α0α1β

2
0tC(x) + α0α1β0β1tC(x)2 + α2

0β
2
1nC(x)

79
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+ α2
1β

2
0nC(x) + α0α1β

2
1tC(x)nC(x) + α2

1β0β1tC(x)nC(x) + α2
1β

2
1nC(x)2

−
(
α2

0 + α0α1tC(x) + α2
1nC(x)

)(
β2

0 + β0β1tC(x) + β2
1nC(x)

)
= 0.

This completes the proof of (a).
(b) If x is invertible in k[x] with inverse x−1 ∈ k[x], then (a) yields

nC(x)nC(x−1) = nC(xx−1) = nC(1C) = 1,

hence nC(x) ∈ k× and nC(x−1) = nC(x)−1. Conversely, if nC(x) ∈ k×, then
y := nC(x)−1 x̄ by (16.5.6) satisfies xy = 1C = yx. Thus x is invertible in k[x]
with inverse y.

(c) If tC(x), nC(x) ∈ Nil(k), the elements tC(x)x, nC(x)1C ∈ k[x] are nilpotent
and commute. But then x2 = tC(x)x − nC(x)1C is nilpotent. Hence so is x.
Conversely, assume x is nilpotent. Then xn = 0 for some positive integer n, and
we show by induction on n that tC(x) and nC(x) are nilpotent. If n = 1, there is
nothing to prove. If n > 1, then we put m := 1 for n = 2 and m := ⌊ n

2 ⌋ + 1 > n
2

for n > 2. This implies 2m ≥ n, hence (x2)m = 0, and m < n. Thanks to the
induction hypothesis, therefore, the scalars tC(x2) = tC(x)2 − 2nC(x) (by (s3))
and nC(x2) = nC(x)2 (by (s1)) are both nilpotent. Hence nC(x) is nilpotent and
so is tC(x)2 = tC(x2) + 2nC(x). But then tC(x) itself must be nilpotent, which
completes the induction.

16.19 n := nC′ ◦φ : C → k is a quadratic form such that Dn = (DnC′ )◦ (φ×φ).
Since φ preserves units, we conclude n(1C) = 1 and t := (Dn)(1C ,−) = tC′ ◦ φ.
Now let x ∈ C. Then

φ
(
t(x)x − n(x)1C

)
= tC′

(
φ(x)

)
φ(x) − nC′

(
φ(x)

)
1C′ = φ(x)2 = φ(x2),

and since φ is injective, x2 = t(x)x − n(x)1C . Thus not only nC but also n is a
norm for the conic algebra C. But by the hypotheses on C, its norm is unique
(Prop. 16.16), which implies nC = n = nC′ ◦ φ, as desired.

If we drop the assumption that φ be injective, the asserted conclusion is
false: let C := k × k, C′ := k and φ : k × k → k be the projection onto the
first factor. Then 16.2 (c),(d) yields nk(φ((α, β))) = nk(α) = α2 for all α, β ∈ k,
while nk×k((α, β)) = αβ. Thus φ does not preserve norms, hence, though being
a unital algebra homomorphism, is not one of conic algebras.

16.20 (a) One verifies immediately that C is unital with identity element e.
Defining nC : C → k by

nC(αe + x) := α2 + αT (x) + B(x, x)
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for α ∈ k, x ∈ Mλ, we obviously obtain a quadratic form with bilinearization

nC(αe + x, βe + y) = 2αβ + αT (y) + βT (x) + B(x, y) + B(y, x)

for α, β ∈ k, x, y ∈ Mλ. We have nC(e) = 1, while tC := (DnC)(−, e) satisfies

tC(αe + x) = 2α + T (x)

for α ∈ k, x ∈ Mλ. Hence

tC(αe + x)(αe + x) − nC(αe + x)e =
(
2α + T (x)

)
(αe + x)

−
(
α2 + αT (x) + B(x, x)

)
e

=
(
α2 − B(x, x)

)
e +

((
α + T (x)

)
x + αx

)
= (αe + x)2,

which shows that C is a conic k-algebra with norm nC and trace tC .
(b) We first show that (T, B,K) is a conic co-ordinate system. The defining

conditions of such a system are obviously fulfilled, with the following two
exceptions. (i) the bilinear map K takes values in Mλ, and (ii) K is alternating.
In order to establish (i), we let x, y ∈ Mλ = Ker(λ) and obtain

λ(x × y) = tC(x)λ(y) − λ(xy) + λ(xy)λ(e) = −λ(xy) + λ(xy) = 0,

hence x × y ∈ Mλ. In order to establish (ii), we compute

x×x = tC(x)x−x2+λ(x2)e = nC(x)e+λ
(
tC(x)x−nC(x)e

)
e = nC(x)e−nC(x)e = 0,

so K is indeed alternating. We now denote by “·” the product in the conic
algebra C′ := Con(T, B,K) and obtain, for α, β ∈ k, x, y ∈ Mλ,

(αe + x) · (βe + y) =
(
αβ + λ(xy)

)
e +

((
α + tC(x)

)
y

+ βx − tC(x)y + xy − λ(xy)e
)

= αβe + αy + βx + xy = (αe + x)(βe + y),

nC′ (αe + x) = α2 + αtC(x) − λ(x2) = α2

+ αtC(x) − tC(x)λ(x) + nC(x)λ(e)

= α2 + αtC(x) + nC(x) = nC(αe + x).

Summing up, we have proved C = Con(TC , BC ,KC). Finally, let (T, B,K) be a
conic co-ordinate system and C := Con(T, B,K). Consulting the multiplication
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formula for C (resp. the formula for the trace of C), we conclude

TC(x) = tC(x) = T (x),

BC(x, y) = − λ(xy) = B(x, y)

KC(x, y) = tC(x)y − xy + λ(xy)e = T (x)y − xy + λ(xy)e

=
(
B(x, y + λ(xy)

)
e +

(
T (x)y − T (x)y + K(x, y)

)
= K(x, y).

Thus (TC , BC ,KC) = (T, B,K) and we have proved that the two constructions
in (a), (b) are inverse to each other.

16.21 By assumption we have 1C ∧ x ∧ x2 = 0 for all x ∈ C. Replacing x by
x + αy, x, y ∈ C, α ∈ k, we obtain (since k contains more than two elements)

1C ∧ y ∧ x2 + 1C ∧ x ∧ (x ◦ y) = 0 (x, y ∈ C). (s1)

Now put

U := {0} ∪ {u ∈ C \ k1C | u2 ∈ k1C} (s2)

We claim that U is a vector subspace of C. Clearly being closed under scalar
multiplication, we must show u+v ∈ U for all u, v ∈ U such that u, v are linearly
independent. Then 1C , u are linearly independent, and assuming v = α1C + βu
for some α, β ∈ k, we obtain α21C + 2αβu + β2u2 = v2 ∈ k1C , hence α = 0
or β = 0, a contradiction. Thus 1C , u, v are linearly independent. On the other
hand, setting x = u, y = v (resp. x = v, y = u) in (s1), and observing (s2), we
obtain u ◦ v = α1C + βu = γ1C + δv for some α, β, γ, δ ∈ k, hence u ◦ v ∈ k1C .
But this amounts to (u + v)2 ∈ k1C , so we have proved that U is closed under
addition and thus, altogether, a vector subspace of C.

Now let x ∈ C \ k1C . Then x2 = α1C + βx for some α, β ∈ k, which implies
(x − β

2 1C)2 ∈ k1C , hence x − β
2 1C ∈ U, and we have shown C = k1C ⊕ U

as a direct sum of subspaces. Now define a quadratic form nC : C → k by
nC(α1C + u) := α2 + nC(u) for α ∈ k, u ∈ U, where nC(u) ∈ k is determined by
u2 = −nC(u)1C . This implies

nC(α1C + u, β1C + v) = 2αβ + nC(u, v), u ◦ v = −nC(u, v)1C ,

(α, β ∈ k, u, v ∈ U),

hence tC(α1C + u) := nC(1C , α1C + u) = 2α. Summing up, we obtain

(α1C + u)2 = α21C + 2αu + u2 = 2α(α1C + u) −
(
α2 + nC(u)

)
1C

= tC(α1C + u)(α1C + u) − nC(α1C + u)1C .

Thus C is a conic algebra over k with norm nC .

16.22 Since conic algebras are stable under base change, they clearly satisfy
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the Dickson condition. Conversely, suppose C satisfies the Dickson condition.
By hypothesis, the vector 1C ∈ C is unimodular, so we find a submodule M ⊆
C such that

C = k1C ⊕ M (s1)

as a direct sum of k-modules. Since the assignment x 7→ x2 defines a quadratic
map M → C, the projections to the direct summands k1C � k and M of the
decomposition (s1) give rise to quadratic maps n : M → k and s : M → M
such that

x2 = s(x) − n(x)1C (x ∈ M). (s2)

In particular, n is a quadratic form over k that will eventually become the norm
(restricted to M) of the prospective conic k-algebra C. On the other hand, by
the Dickson condition, we also have s(x) ∈ kx for x ∈ M, and we would like to
think of s(x) as t(x)x with t(x) ∈ k becoming the trace of x in the prospective
conic k-algebra C. But since the annihilator of x may not be zero, we don’t
even know at this stage how to make t(x) a quantity that is well defined, let
alone a linear form. For this reason, we bring the hypotheses on the module
structure of C and the strict Dickson condition into play.

Let us first reduce to the case that M is a free k-module. Otherwise, M is
finitely generated projective by hypothesis, so there exists a finite family of
elements f ∈ k that generate the unit ideal in k and make M f a free k f -module
of finite rank, for each such f . Assuming the free case has been settled, it
follows that all C f are conic, and Prop. 16.16 ensures that the norms nC f glue
to give a quadratic form n : C → k. It is then clear that C is a conic algebra
with norm n since this is so after changing scalars from k to each k f .

For the rest of the proof, we may therefore assume that M is a free k-module,
possibly of infinite rank, with basis (ei)i∈I . We let T = (ti)i∈I be a family of
independent variables and write k[T] for the corresponding polynomial ring.
For a non-empty finite subset E ⊆ I, we consider the submodule

ME :=
∑
i∈E

kei ⊆ M, (s3)

which is a direct summand, and the element

xE :=
∑
i∈E

ei ⊗ ti ∈ ME
k[T] ⊆ Mk[T]. (s4)

We claim the annihilator of xE in k[T] is zero; indeed, for f (T) ∈ k[T] the
relation f (T)xE = 0 implies

∑
ei ⊗ (ti f (T)) = 0, hence ti f (T) = 0 for all i ∈ E

and then f (T) = 0 since ti is not a zero divisor in k[T]. Invoking the strict
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Dickson condition, we therefore find a unique polynomial g(T) ∈ k[T] such
that

s(xE) = g(T)xE .

Specializing this relation with an additional variable u to uT, we obtain g(uT)uxE =

s(uxE) = u2s(xE) = (ug(T))uxE , so the polynomial g(T) ∈ k[T] is homoge-
neous of degree 1. Thus there exists a unique linear form tE : ME → k sat-
isfying the relation s(x) = tE(x)x for all x ∈ ME because any such tE will be
converted into the linear homogeneous polynomial g(T) after extending scalars
from k to k[T]. Here the uniqueness condition implies that the linear forms tE

as E varies over the non-empty finite subsets of I glue to give a linear form
t : M → k such that s(x) = t(x)x for all x ∈ M. Combining with (s2), we obtain
the relation

x2 − t(x)x + n(x)1C = 0 (s5)

for all x ∈ M. We now extend t, n as given on M to all of C by

t(α1C + x) = 2α + t(x), n(α1C + x) = α2 + αt(x) + n(x) (α ∈ k, x ∈ M)

and then conclude from a straightforward computation that (s5) holds for all
x ∈ C. Since we also have t = n(1C ,−), it follows that C is a conic algebra.

16.23 For the first part, assume k , {0} is connected and let c ∈ C. If nC(c) =
0 and tC(c) = 1, then c is an idempotent by (16.5.1) which cannot be zero
since tC(c) = 1, and cannot be 1 since nC(c) = 0. Conversely, let c ∈ C be
an idempotent , 0, 1C . From Exc. 16.18 (a) we deduce that nC(c) ∈ k is an
idempotent. If nC(c) = 1, then c is invertible in k[c] (Exc. 16.18 (b)), whence
the relation c(1C−c) = 0 implies c = 1C , a contradiction. Hence nC(c) = 0, and
(16.5.1) reduces to c = c2 = tC(c)c. Taking traces, we conclude that tC(c) ∈ C
is an idempotent, which cannot be zero since this would imply c = 0. Thus
tC(c) = 1. We now proceed to establish the equivalence of (i)–(iv).

(i)⇒ (ii). This is clear.
(ii)⇒ (iii). For any prime ideal p ⊆ k, the ring kp is local, hence connected,

and the first part of the problem yields nC(c)p = nCp (cp) = 0, tC(c)p = tCp (cp) =
1p, and since this holds true for all p ∈ Spec(k), condition (iii) follows.

(iii) ⇒ (iv). c is clearly an idempotent. Moreover, the second condition of
(iii) shows that c is unimodular, and since tC(1C − c) = 2 − 1 = 1, so is 1C − c.

(iv) ⇒ (i). Unimodularity is stable under base change, so for R ∈ k-alg,
R , {0}, the elements cR and 1CR − cR are both different from zero. Hence (i)
holds.

16.24 (a) Let a be an ideal in k. An element of the ideal aC ⊆ C has the form
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x =
∑
αixi, αi ∈ a, xi ∈ C, and expanding nC(x) accordingly, we conclude

nC(x) ∈ a; the relation nC(x, y) ∈ a for y ∈ C is even more obvious. Thus
(a, aC) is a conic ideal in C. By definition, the ideal aC ⊆ C is the smallest
one with this property. Now let I be an ideal in C and write a for the ideal
in k generated by the expressions nC(x), nC(x, y) for x ∈ I, y ∈ C. By (1),
the solution of (a) will be complete once we have shown that (a, I) is a conic
ideal in C. Since nC(x)1C = xx̄ and nC(x, y)1C = xȳ + yx̄ by (16.5.6) and its
bilinearization, we clearly have aC ⊆ I, while (1) is trivially fulfilled.

(b) follows from a straightforward computation using (16.17.2).
(c) Since aC ⊆ I, the k-algebra C0 := C/I carries a unique k0-algebra struc-

ture making π a σ-semi-linear homomorphism of unital algebras. From (1) we
deduce that there is a unique set map nC0 : C0 → k0 making a commutative
diagram

C
π
//

nC

��

C0

∃! nC0

��
k

σ
// k0.

(s1)

Since σ and π are both surjective, one checks that nC0 is, in fact, a quadratic
form over k0 making C0 a conic k0-algebra. Now (s1) , being a commutative
diagram of set maps, shows that π : C → C0 is a σ-semi-linear homomorphism
of conic algebras having Ker(σ, π) = (a, I), as claimed.

16.25 (a) Suppose first that a is a nil ideal in k. For x ∈ I, we deduce from
(1) in Exc. 16.24 that nC(x) and tC(x) = nC(x, 1C) both belong to a, so x by
Exc. 16.18 (c) is nilpotent. Thus I is a nil ideal in C. Conversely, let this be so.
Then aC ⊆ I is a nil ideal in C, forcing in particular α1C to be nilpotent for all
α ∈ a. By Exc. 16.18 (c) again, this implies that α2 = nC(α1C) is nilpotent, so
a is a nil ideal in k.

(b) We have Nil(k)C ⊆ Nil(C) by Exc. 7.13, so we need only show nC(x),
nC(x, y) ∈ a := Nil(k) for all x ∈ I := Nil(C), y ∈ C. The first inclusion
being obvious, we turn to the second by combining the ideal property of I with
(16.5.5):

I ∋ xy + yx = tC(x)y + tC(y)x − nC(x, y)1C ,

where tC(x)y ∈ aC ⊆ I by hypothesis and tC(y)x ∈ I for trivial reasons.
Thus nC(x, y)1C ∈ I, and we conclude nC(x, y)2 = nC(nC(x, y1)C) ∈ a, hence
nC(x, y) ∈ a.

(c) Let c ∈ π−1(c0) be an idempotent in C. Then π(c) = c0, and (16.17.2)
shows σ(nC(c)) = nC0 (c0) = 0, so nC(c) ∈ a is nilpotent. But by Exc. 16.18 (a),
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it is also an idempotent, and we conclude nC(c) = 0. Similarly, σ(tC(c)) =
tC0 (c0) = 1, forcing tC(c) ∈ 1 + a to be invertible. On the other hand, applying
tC to the equation c = c2 = tC(c)c (by (16.5.1)), it follows that tC(c) is an
idempotent. Thus tC(c) = 1, and we have shown that the idempotent c ∈ C is
elementary.

16.26 Recall from (9.7.1), (9.7.2) that there is a natural identification MR =

εM as R-modules such that xR = x ⊗ ε = εx for all x ∈ M.
(ii)⇐ (i). Obvious.
(i)⇒ (ii). If c ∈ C is an idempotent, then (16.5.8) implies tC(c) = tC(c2) =

tC(c)2 − 2nC(c), hence

tC(c)
(
1 − tC(c)

)
= −2nC(c). (s1)

The quantities ε(i), i = 0, 1, 2, as defined in (1) obviously satisfy
∑
ε(i) = 1,

while the fact that nC(c) ∈ C is an idempotent by Exc. 16.18 (a) combined with
(s1) implies ε(i)ε( j) = 0 for i, j = 0, 1, 2 distinct. Thus they form a complete
orthogonal system of idempotents in k. Our preliminary remark shows C(i) =

Ck(i) and c =
∑

c(i), where c(i) = ck(i) = ε(i)c for i = 0, 1, 2. We now compute
c(0) = ε(0)c = (1−nC(c))(1−tC(c))c, where (1−tC(c))c = c2−tC(c)c = −nC(c)1C ,
which implies c(0) = 0. Next we turn to

c(1) = ε(1)c =
(
1 − nC(c)

)
tC(c)c =

(
1 − nC(c)

)(
c + nC(c)1C

)
=

(
1 − nC(c)

)
c,

which together with (s1) implies

tC(c(1)) = ε(1)tC(c) =
(
1 − nC(c)

)
tC(c)2 =

(
1 − nC(c)

)(
tC(c) + 2nC(c)

)
=

(
1 − nC(c)

)
tC(c) = ε(1) = 1k(1) ,

nC(c(1)) = ε(1)nC(c) =
(
1 − nC(c)

)
tC(c)nC(c) = 0.

Thus c(1) ∈ C(1) is an elementary idempotent. Finally,

c(2) = ε(2)c = nC(c)c,

which implies nC(c(2)) = ε(2)nC(c) = ε(2) = 1C(2) . Thus c(2) ∈ C(2) is an invert-
ible idempotent in the sense of Exc. 16.18 (b), forcing c(2) = 1C(2) , as claimed.
The statement just proved implies tC(c(2)) = 2 in k(2). This can also be proved
directly by noting(

2 − tC(c)
)
ε(2) = 2nC(c) − tC(c)nC(c) = nC(c, c2) − tC(c)nC(c)

which is zero by (s2) of the solution to Exc. 16.18.
It remains to prove uniqueness of the ε(i), so let η(i), i = 0, 1, 2, be any

complete orthogonal system of idempotents in C satisfying mutatis mutandis
the conditions of (ii), and define the ε(i), i = 0, 1, 2, as in (1). Then nC(c(i)) =
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nC(η(i)c) = η(i)nC(c) = nC(c)k(i) = nC(i) (c(i)) and, similarly, tC(c(i)) = tC(i) (c(i))
for i = 0, 1, 2. Since c(1) ∈ C(1) is an elementary idempotent and c(2) = 1C(2) by
hypothesis, this implies

nC(c) =
(
0, nC(1) (c(1)), nC(2) (c(2))

)
= (0, 0, 1k(2) ) = η(2),

tC(c) =
(
0, tC(1) (c(1)), tC(2) (c(2))

)
= (0, 1k(1) , 2 · 1k(2) ) = η(1) + 2η(2),

hence η(2) = nC(c) = ε(2) and η(1) = tC(c) − 2nC(c). But the idempotents
η(1), η(2) are orthogonal, which implies tC(c)nC(c) = 2nC(c), and we conclude
η(1) = tC(c)(1 − nC(c)) = ε(1) by (1). Since the orthogonal systems formed by
the η’s and by the ε’s are both complete, we also have η(0) = ε(0), as claimed.

16.27 If C is a conic k-algebra with trivial conjugation, then 2x = tC(x)1C for
all x ∈ C by (16.5.4). Since the trace form of C is surjective, we find an element
u ∈ C satisfying tC(u) = 1. This implies 2u = 1C , hence x = 2ux = tC(ux)1C .
But C is a faithful k-module. Hence C � k as conic algebras. The converse is
obvious.

16.28 For the first part we have to show nC(x, [y, y]) = 0 = nC(x, [x, y]) for
all x, y ∈ C. The first assertion is obvious, while the second one follows from
nC(x, [x, y]) = nC(x, xy) − nC(x, yx) and (16.12.2), (16.12.1). In order to estab-
lish (1), (2), we expand nC(x ◦ y) by using (16.5.5), (16.5.2) to obtain

nC(x ◦ y) = nC
(
tC(x)y + tC(y)x − nC(x, y)1C

)
= tC(x)2nC(y) + tC(x)tC(y)nC(x, y) − tC(x)tC(y)nC(x, y)

+ tC(y)2nC(x) − tC(x)tC(y)nC(x, y) + nC(x, y)2

= tC(x)2nC(y) + tC(y)2nC(x) + nC(x, y)2 − tC(x)tC(y)nC(x, y),

and (16.5.10) yields

nC(x ◦ y) = tC(x)2nC(y) + tC(y)2nC(x) − nC(x, y)nC(x, ȳ). (s1)

Now let ε = ±1. From (16.5.5), (16.12.2), (16.12.1), (16.12.5) we deduce

nC(xy + εyx) = nC(xy) + εnC(xy, yx) + nC(yx)

= nC(xy) + (1 − 2ε)nC(yx) + εnC(x ◦ y, yx)

= nC(xy) + (1 − 2ε)nC(yx)

+ ε
(
tC(x)2nC(y) + tC(y)2nC(x) − nC(x, y)nC(x, ȳ)

)
,

and (s1) implies

nC(xy + εyx) = nC(xy) + (1 − 2ε)nC(yx) + εnC(x ◦ y).

Setting ε = 1 in the last equation yields (1), while setting ε = −1 and using
(1), (s1) yields (2).
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Solutions for Section 17

17.8 For the subsequent computations it is important to note

(α.β0)ε = (αβ0)ε (α ∈ k, β0 ∈ k0) (s1)

since, for α = α0 + α
′
0ε, α0, α

′
0 ∈ k0, the right-hand side becomes (α0β0 +

(α′0β0)ε)ε = (α0β0)ε = (α.β0)ε, as claimed.
Turning to the exercise itself, we begin by showing associativity. Writing

(ei)1≤i≤3 for the canonical basis of k3
0 over k0, we deduce from (1) that [k3

0, k
3
0] =

k0e3 and [e3, k3
0] = {0}, hence [[k3

0, k
3
0], k3

0] = {0} = [k3
0, [k

3
0, k

3
0]]. Now let

α, β, γ ∈ k and u, v,w ∈ k3
0. Then(

(α, u)(β, v)
)
(γ,w) =

(
αβ, α.v + β.u + [u, v]

)
(γ,w)

=
(
αβγ, (αβ).w + (γα).v + (βγ).u + γ.[u, v]

+ α.[v,w] + β.[u,w] + [[u, v],w]
)
,

(α, u)
(
(β, v)(γ,w)

)
= (α, u)

(
βγ, β.w + γ.v + [v,w]

)
=

(
αβγ, (αβ).w + (γα).v + α.[v,w]

+ (βγ).u + β.[u,w] + γ.[u, v] + [u, [v,w]]
)
,

and the preceding observation shows [[u, v],w] = [u, [v,w]] = 0. Hence C is
associative.

The algebra C is obviously unital with identity element 1C = (1, 0), and the
quadratic form nz obviously satisfies nz(1C) = 1. Moreover, (s1) yields

nz
(
(α, u)

)
= α2 + (αzTu)ε (α ∈ k, u ∈ k3

0),

and we have

nz
(
(α, u), (β, v)

)
= 2αβ + (αzTv + βzTu)ε (α, β ∈ k, u, v, ∈ k3

0),

hence

tz
(
(α, u)

)
:= nz

(
1C , (α, u)

)
= 2α + (zTu)ε.

Comparing

(α, u)2 = (α2, 2α.u)

with

tz
(
(α, u)

)
(α, u) − nz

(
(α, u)

)
1C =

(
2α + (zTu)ε

)
(α, u) −

(
α2 + (αzTu)ε

)
(1, 0)

=
(
2α2 + (αzTu)ε − α2 − (αzTu)ε,

(2α + (zTu)ε).u
)

= (α2, 2α.u),
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we see that C is indeed a conic k-algebra with norm nz and trace tz. We now
turn to the equivalence of (i)–(iv). By Props. 17.2 and 16.14, we have (i)⇒ (ii)
⇒ (iii). Thus it remains to show (iii)⇒ (iv)⇒ (i).

(iii)⇒ (iv). Since the conjugation of C is an involution and Ann(C) = {0},
we conclude from Prop. 16.10 that tz(xy) = nz(x, ȳ) for all x, y ∈ C. Writing
x = α ⊕ u, y = β ⊕ v, α, β ∈ k, u, v ∈ k3

0, we apply (s1) and obtain

tz(xy) = tz
(
(αβ, α.v + β.u + [u, v])

)
= 2αβ +

(
zT(α.v + β.u + [u, v])

)
ε

= 2αβ +
(
α.(zTv) + β.(zTu) + zT[u, v]

)
ε

= 2αβ + (αzTv + βzTu + zT[u, v])ε,

ȳ = tz
(
(β, v)

)
1C − (β, v) =

(
2β + (ztv)ε

)
(1, 0) − (β, v) =

(
β + (ztv)ε,−v

)
,

nz(x, ȳ) = nz

(
(α, u),

(
β + (zTv)ε, ,−v

))
= 2αβ + 2αzTvε +

(
− αztv + βzTu + (ztv)εu

)
ε

= 2αβ + (αzTv + βzTu)ε.

Comparing, we conclude zT[u, v] = 0 for all u, v ∈ k3
0, and specializing u = e1,

v = e2, (ei)1≤i≤3 being the k0-basis of unit vectors in k3
0, yields δ3 = 0, hence

(iv).
(iv)⇒ (i). For α, β ∈ k, u, v ∈ k3

0, we compute

nz
(
(α, u)(β, v)

)
= nz

(
(αβ, α.v + β.u + [u, v])

)
= (αβ)2 +

(
(α2β)zTv + (αβ2)zTu + (αβ)zT[u, v]

)
ε,

nz
(
(α, u)

)
nz

(
(β, v)

)
=

(
α2 + (αzTu)ε

)(
β2 + (βzTv)ε

)
= α2β2 + (α2βzTv + αβ2zTu)ε.

By definition of the algebra A, the e1- and e2-components of [u, v] are both
zero, as is the e3-component of z, by (iv). Hence zT[u, v] = 0, and we con-
clude that nz permits composition, i.e., the conic algebra C with norm nz is
multiplicative.

17.9 By Prop. 17.2 (a), C is norm-associative. We put

N := {x ∈ C | nC(x), nC(x, y) ∈ Nil(k) for all y ∈ C}

It is straightforward to check that N ⊆ C is a k-submodule. We claim that it is,
in fact, an ideal. In order to see this, let x ∈ N and y, z ∈ C. By multiplicativity,
nC(xy) = nC(x)nC(y) = nC(yx) is nilpotent, while norm-associativity yields the
same for nC(xz, y) = nC(x, yz̄) and nC(zx, y) = nC(x, z̄y). Thus xz and zx both
belong to N, forcing N to be an ideal in C. Since nC(x) and tC(x) = nC(x, 1C)
are nilpotent, so is x by Exc. 16.18 (c). Hence N ⊆ C is a nil ideal and as
such contained in the nil radical of C. Conversely, let x ∈ Nil(C). Then x is
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nilpotent, as is xȳ ∈ Nil(C) for all y ∈ C. Consulting Exc. 16.18 (c) again, we
see that nC(x) and nC(x, y) = tC(xȳ) belong to Nil(k), which implies x ∈ N and
completes the proof.

17.10 For the first part we must show that the submodule M of C spanned by
the elements 1C , x, y, xy is, in fact, a subalgebra, i.e., it is closed under multi-
plication. In order to see this, we apply the alternative laws, the identities of
16.5, and (17.4.2) to obtain

z2 = tC(z)z − nC(z)1C ∈ M (z ∈ {x, y, xy}),

x(xy) = x2y = tC(x)xy − nC(x)y ∈ M,

(xy)x = nC(x, ȳ)x − nC(x)ȳ = nC(x, ȳ)x − nC(x)tC(y)1C + nC(x)y,

yx = x ◦ y − xy = tC(x)y + tC(y)x − nC(x, y)1C − xy ∈ M.

By symmetry, therefore, M is closed under multiplication, giving the first part
of the problem. As to the second, it suffices to verify the associative law on the
generators of M, which is straightforward.

17.11 Abbreviating 1 := 1C , n := nC , t := tC and expanding the norm of an
associator, we obtain

n
(
[x1, x2, x3]

)
= n

(
(x1x2)x3

)
− n

(
(x1x2)x3, x1(x2x3)

)
+ n

(
x1(x2x3)

)
,

where multiplicativity of the norm yields

n
(
[x1, x2, x3]

)
= 2n(x1)n(x2)n(x3) − n

(
(x1x2)x3, x1(x2x3)

)
. (s1)

Turning to the second summand on the right of (s1), we obtain, by (17.1.4),

n
(
(x1x2)x3, x1(x2x3)

)
= n(x1x2, x1)n(x3, x2x3) − n

(
(x1x2)(x2x3), x1x3

)
.

Since C is norm associative by Prop. 17.2, we may apply apply (16.12.2) to
the first summand on the right, which yields

n
(
(x1x2)x3, x1(x2x3)

)
= t(x2)2n(x3)n(x1) − n

(
(x1x2)(x2x3), x1x3

)
. (s2)

Manipulating the expression (x1x2)(x2x3) by means of (16.5.5) and the middle
Moufang identity (13.3.3), we obtain

(x1x2)(x2x3) = (x1x2) ◦ (x2x3) − (x2x3)(x1x2)

= t(x1x2)x2x3 + t(x2x3)x1x2 − n(x1x2, x2x3)1 − x2(x3x1)x2,

where associativity of the trace (16.13.1) and (16.12.5),(17.4.2) yield

(x1x2)(x2x3) = t(x1x2)x2x3 + t(x2x3)x1x2 − n(x1x2, x2x3)1− (s3)

t(x1x2x3)x2 + n(x2)x3x1.
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Here we use (16.12.3),(16.5.4) to compute

n(x1x2, x2x3) = n(x1, x2x3 x̄2) = t(x2)n(x1, x2x3) − n(x1, x2x3x2),

and (16.12.5),(17.4.2) give

n(x1x2, x2x3) = t(x2)n(x1, x2x3) − t(x2x3)n(x1, x2) + t(x3x1)n(x2)

= t(x1)t(x2)t(x2x3) − t(x2)t(x1x2x3) − t(x1)t(x2)t(x2x3)+

t(x1x2)t(x2x3) + t(x3x1)n(x2),

hence

n(x1x2, x2x3) = t(x1x2)t(x2x3) − t(x2)t(x1x2x3) + t(x3x1)n(x2).

Inserting this into (s3), and (s3) into the second term on the right of (s2), we
conclude

n
(
(x1x2)(x2x3), x1x3

)
= t(x1x2)n(x2x3, x1x3) + t(x2x3)n(x1x2, x1x3)−

t(x1x2)t(x2x3)t(x3x1) + t(x2)t(x3x1)t(x1x2x3)−

t(x3x1)2n(x2) − t(x1x2x3)n(x2, x1x3)+

n
(
(x3x1)∗, x1x3

)
n(x2)

= t(x1x2)t(x1x∗2)n(x3) + t(x2x3)t(x2x∗3)n(x1)−

t(x1x2)t(x2x3)t(x3x1) + t(x2)t(x3x1)t(x1x2x3)−

t(x3x1)2n(x2) − t(x2)t(x3x1)t(x1x2x3)+

t(x1x2x3)t(x2x1x3) + t(x3x2
1x3)n(x2),

where we may use (16.13.1), (16.5.1), (16.12.5) to expand

t(x3x2
1x3)n(x2) − t(x3x1)2n(x2) = t(x2

3x2
1)n(x2) − t(x3x1)2n(x2)

= t
(
[t(x3)x3 − n(x3)1][t(x1)x1 − n(x1)1]

)
n(x2)−

t(x3x1)2n(x2)

= t(x3)t(x1)t(x3x1)n(x2) − t(x1)2n(x2)n(x3)−

t(x3)2n(x1)n(x2) + 2n(x1)n(x2)n(x3)−

t(x3x1)2n(x2)

= t(x3x1)t(x3 x̄1)n(x2) − t(x1)2n(x2)n(x3)−

t(x3)2n(x1)n(x2) + 2n(x1)n(x2)n(x3).
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Inserting the resulting expression

n
(
(x1x2)(x2x3), x1x3

)
=

∑
t(xix j)t(xix∗j)n(xl) − t(x1x2)t(x2x3)t(x3x1)+

t(x1x2x3)t(x2x1x3) − t(x1)2n(x2)n(x3)−

t(x3)2n(x1)n(x2) + 2n(x1)n(x2)n(x3)

into (s2) and (s2) into (s1), the assertion follows.

17.12 From Prop. 15.3 combined with 15.7 we deduce that C(p,q) is a unital
alternative k-algebra with identity element 1(p,q)

C = (pq)−1. Defining nC(p,q) :=
nC(pq)nC , Prop. 17.5 yields nC(p,q) (1(p,q)

C ) = 1, and we have nC(p,q) (x, y) =
nC(pq)nC(x, y) for all x, y ∈ C, which implies

tC(p,q) (x) := nC(p,q) (1(p,q)
C , x) = nC(pq)nC((pq)−1, x

)
= nC(pq, x).

Writing x(m,p,q) for the m-th power of x ∈ C in C(p,q), we apply (15.2.1), the
middle Moufang identity (13.3.3) and (17.4.2) to conclude

x(2,p,q) = (xp)(qx) = x(pq)x = nC(x, pq)x − nC(x)pq

= tC(p,q) (x)x − nC(p,q) (x)(pq)−1 = tC(p,q) (x)x − nC(p,q) (x)1(p,q)
C .

Thus C(p,q) is a conic alternative k-algebra with norm and trace as indicated.
Moreover,

ιC(p,q) (x) = tC(p,q) (x)1(p,q)
C − x = nC(pq, x)(pq)−1 − x

= nC(pq)−1(nC(pq, x)pq − nC(pq)x
)
= nC(pq)−1 pqx̄ pq,

giving the desired formula for the conjugation of C(p,q). Finally, if C is multi-
plicative, then

nC(p,q) (x .p,q y) = nC(pq)nC
(
(xp)(qy)

)
= nC(pq)nC(x)nC(p)nC(q)nC(y)

= nC(pq)nC(x)nC(pq)nC(y) = nC(p,q) (x)nC(p,q) (y)

for all x, y ∈ C, and C(p,q) is multiplicative as well.
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Solutions for Section 18

18.18 We put C := Cay(B, µ) and let u1, u2, v1, v2 ∈ B. Using the fact that B is
norm associative by Prop. 17.2 (a) and applying (18.4.1), (18.4.3) we obtain

nC
(
(u1 + v1 j)(u2 + v2 j)

)
= nC

(
(u1u2 + µv̄2v1) + (v1ū2 + v2u1)

)
= nB(u1u2 + µv̄2v1) − µnC(v1ū2 + v2u1)

= nB(u1)nB(u2) + µnB(u1u2, v̄2v1) + µ2nB(v2)nB(v1)

− µnB(v1)nB(u2) − µnB(v1ū2, v2u1) − µnB(v2)nB(u1)

=
(
nB(u1) − µnB(v1)

)(
nB(u2) − µnB(v2)

)
+ µnB

(
v2(u1u2), v1

)
− µnB

(
v1, (v2u1)u2)

)
= nB(u1 + v1 j)nB(u2 + v2 j) − µnB

(
[v2, u1, u2], v1

)
,

from which the assertion can be read off immediately.

18.19 For u1, u2, v1, v2 ∈ B, we combine the hypothesis that a belongs to the
nucleus of B with the fact that the conjugation of B is an involution
(Prop. 17.2) (a) to compute

φ(u1 + v1 j)φ(u2 + v2 j) =
(
u1 + (av1) j

)(
u2 + (av2) j

)
= (u1u2 + µav2av1) +

(
(av2)u1 + (av1)ū2

)
j

=
(
u1u2 + µv̄2(āa)v1

)
+

(
a(v2u1 + v1ū2)

)
j

=
(
u1u2 + nB(a)µv̄2v1

)
+

(
a(v2u1 + v1ū2)

)
j

= φ
((

u1u2 + nB(a)µv̄2v1
)
+ (v2u1 + v1ū2) j

)
= φ

(
(u1 + v1 j)(u2 + v2 j)

)
.

Thus φ is an obviously unital algebra homomorphism. Moreover, setting C :=
Cay(B, nB(a)µ), C′ := Cay(B, µ), we have, for all u, v ∈ B,

nC′ ◦ φ(u + v j) = nC′
(
u + (av) j

)
= nB(u) − µnB(av) = nB(u) − nB(a)µnB(v)

= nC(u + v j)

since B is multiplicative. Thus φ is a homomorphism of conic algebras. The
final statement is obvious.

18.20 (iii) means the same in C as in Cop, while (i) in C is equivalent to (ii) in
Cop. Hence it suffices to show (i)⇔ (iii).

(i)⇒ (iii). Assume f := nC(x) is not a zero divisor in k. We must show that
x is not a right zero divisor in C. By 18.8, f is not a zero divisor in C, whence
it follows from Bourbaki [4, II.2, Prop. 4] that the natural map z 7→ z f = z/1
from C to C f is injective. On the other hand, nC f (x f ) = nC(x) f = f f ∈ k×f ,
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forcing x f to be invertible in C f (Prop. 17.5). Now suppose y ∈ C satisfies
xy = 0. Then x f y f = (xy) f = 0 in C f , hence y f = 0, which by what we have
just seen implies y = 0. Thus x is not a right zero divisor of C.

(iii)⇒ (i). Assume x is not a right zero divisor of C. We must show that nC(x)
is not a zero divisor in k, so let α ∈ k satisfy αnC(x) = 0. Then 0 = αxx̄ = x(αx̄)
implies αx̄ = 0, hence αx = αx̄ = 0. But this means x(α1C) = 0, hence
α1C = 0, and since 1C ∈ C is unimodular, we conclude α = 0, as desired.

18.21 We prove it for R = k[t]. A nonzero element f of AR can be written
uniquely as f =

∑m
i=0 fiti where fi ∈ A and fm , 0. The element fm is called the

leading coefficient of f . Let g also be a nonzero element of AR and write g =∑n
i=0 giti where gn , 0. The product f g has leading coefficient, the coefficient

of tm+n, fmgn.
Therefore, if AR has zero divisors f , g such that f g = 0, then fmgn = 0 and

fm is a zero divisor in A.
The converse is trivial. The k[[t]]-case is similar

18.22 We put C := Cay(Bop, µ), C′ := Cay′(B, µ) and define φ : C → C′ op by

φ(u + v j) := u + j′v (u, v ∈ B).

Then φ is a k-linear bijection, and indicating the products in Bop as well as in
C′ op by “·”, but the ones in B,C and C′ by juxtaposition, we obtain, for all
u1, u2, v1, v2 ∈ B,

φ(u1 + v1 j) · φ(u2 + v2 j) = (u2 + j′v2)(u1 + j′v1)

= (u2u1 + µv1v̄2) + j′(ū2v1 + u1v2)

= (u1 · u2 + µv̄2 · v1) + j′(v1 · ū2 + v2 · u1)

= φ
(
(u1 · u2 + µv̄2 · v1) + (v1 · ū2 + v2 · u1) j

)
= φ

(
(u1 + v1 j)(u2 + v2 j)

)
.

Hence φ is an algebra isomorphism. Transporting the norm of C to C′ by means
of φ, therefore, gives a quadratic form nC′ on C′ making it a conic algebra
isomorphic to C under φ. Since the norms of B and Bop coincide, we have
nC = nB ⊥ (−µ)nB, which obviously implies

nC′ (u + j′v) = nB(u) − µnB(v),

tC′ (u + j′v) = tB(u),

u + j′v = ū − j′v

for all u, v ∈ B.
Finally, let us assume that the conjugation of B is an involution. Then we
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claim that

ψ : Cay(B, µ)op ∼
−→ Cay(Bop, µ), u + v j 7−→ u + v̄ j,

is an isomorphism of conic algebras. Since ψ is obviously bijective and pre-
serves norms, it will be enough to show that it is an algebra homomorphism.
Indeed, extending the previous conventions to Cay(B, µ)op, we obtain, for all
u1, u2, v1, v2 ∈ B,

ψ(u1 + v1 j)ψ(u2 + v2 j) = (u1 + v̄1 j)(u2 + v̄2 j)

= (u1 · u2 + µv2 · v̄1) + (v̄2 · u1 + v̄1 · ū2) j

= (u2u1 + µv̄1v2) + (u1v̄2 + ū2v̄1) j

= (u2u1 + µv̄1v2) + v2ū1 + v1u2 j

= ψ
(
(u2u1 + µv̄1v2) + (v2ū1 + v1u2) j

)
= ψ

(
(u2 + v2 j)(u1 + v1 j)

)
= ψ

(
(u1 + v1 j) · (u2 + v2 j)

)
,

as claimed. Combining we obtain an isomorphism φ ◦ ψ : Cay(B, µ)op →

Cay′(B, µ)op, hence an isomorphism

φ ◦ ψ : Cay(B, µ)
∼
−→ Cay′(B, µ), u + v j 7−→ u + j′v̄,

of conic algebras.

Solutions for Section 19

19.26 (i)⇒ (ii). Since (C, n, 1C) by (19.1.1) is a pointed quadratic module, the
implication follows from Lemma 11.15.

(ii)⇒ (iii). Obvious.
(iii)⇒ (i). By (19.1.2), (17.1.3), the quantity ε := n(1C) ∈ k is an idempotent

with εn(x) = n(x), εn(x, y) = n(x, y) for all x, y ∈ C. Therefore the idempotent
ε′ := 1 − ε ∈ k satisfies n(ε′1C) = ε′ε = 0, n(ε′1C , y) = ε′εn(1C , y) = 0 for all
y ∈ C, which implies ε′1C = 0 by non-degeneracy of n, hence ε′ = 0 by (iii).
Thus n(1C) = 1.

19.27 Let K be a unital F-algebra of dimension 2. Then K is quadratic, hence
commutative associative (16.4), and we have K = F[u] for any u ∈ K \ F1K .
Writing µu ∈ F[t] for the minimum polynomial of u over F, which is monic of
degree 2, we have the following possibilities.

1◦. µu is irreducible and separable. The K/F is a separable quadratic field
extension, and we are in Case (i).
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2◦. µu is reducible and separable. Then µu = (t−α)(t−β) for some α, β ∈ F,
α , β. Here the Chinese Remainder Theorem implies

K � F[t]/(µu) � F[t]/(t − α) × F[t]/(t − β) � F ⊕ F

as a direct product of ideals, and we are in Case (ii).

3◦. µu is irreducible and inseparable. Then char(F) = 2 and K/F is an insep-
arable quadratic field extension. Hence we are in Case (iii).

4◦. µu is reducible and inseparable. Then µu = (t − α)2 for some α ∈ F,
which implies K = F[v], where v := u − α1K satisfies v2 = 0 , v. Hence the
map F[ε] → K sending ε to v is an isomorphism of F-algebras, and we are in
Case (iv).

For the second part of the problem, assume that F is perfect of character-
istic 2 and let C be a conic F-algebra without nilpotent elements , 0. It will
be enough to prove Ker(tC) = F1C , where the inclusion “⊇” is obvious. Con-
versely, let u ∈ Ker(tC) and assume u < F1C . Then K := F[u] ⊆ C is a two-
dimensional subalgebra, so by what we have just proved, it satisfies one of the
conditions (i)–(iv) above. If (i) or (ii) holds, then the trace of K kills 1K = 1C

but is not identically zero. Thus Ker(tK) = F1C , forcing tC(u) = tK(u) , 0, a
contradiction. Case (iii) cannot hold since F is perfect, but neither can Case (iv)
since C does not contain nilpotent elements different from zero. This completes
the proof.

19.28 Let I , C be a two-sided ideal of (C, ιC). For x ∈ C we obtain nC(x)1C =

xx̄ ∈ I, which implies nC(x) = 0. Moreover, for y ∈ C we obtain nC(x, y)1C =

xȳ + yx̄ ∈ I, which implies nC(x, y) = 0. But nC is non-degenerate. Thus x = 0,
and we have shown I = {0}, so (C, ιC) is simple as an algebra with involution.
Here Prop. 10.5 shows that either C is simple, or (C, ιC) � (A × Aop, ε) for
some simple unital F-algebra A, where ε stands for the exchange involution.
Identifying C = A × Aop by means of this isomorphism and A, Aop ⊆ C canon-
ically, we put c := 1A, c′ := 1Aop and conclude from Exc. 16.23 that c, c′ are
elementary idempotents in C such that 1C = c + c′. For x ∈ A, we now obtain
2x = c ◦ x = tC(c)x + tC(x)c − nC(c, x)1C = x + tC(x)c − nC(c, x)1C , hence

x =
(
tC(x) − nC(c, x)

)
c − nC(c, x)c′.

This shows nC(c, x) = 0 and x = tC(x)c ∈ Fc, and we have proved A � F,
hence Aop � F as well. Thus C � F × F is split quadratic étale.

19.29 We first show that the norm of a conic divsion algebra over a field F is
anisotropic. Indeed, let C be a conic division algebra over F and 0 , x ∈ C.
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Then F[x] ⊆ C is a unital subalgebra of dimension at most 2, and left mul-
tiplication by x gives a linear injection from F[x] to itself, which therefore
is a bijection. Hence x is invertible in F[x], which implies nC(x) , 0 by
Exc. 16.18 (b) and proves our claim. For the rest of the proof, we assume
that F is a field of arbitrary characteristic, µ ∈ F is a non-zero scalar, B is an
octonion algebra over F and C = Cay(B, µ) = B ⊕ B j.

(a) Isotropic regular quadratic forms over F are known to be universal. The
assumption µ < nB(B×) therefore implies that nB is anisotropic, forcing B to be
an octonion division algebra by Thm. 19.13 combined with Prop. 17.5. Now
(18.4.1) implies

x1x2 = (u1u2 + µv̄2v1) + (v2u1 + v1ū2) j,

and we conclude

x1x2 = 0 ⇐⇒ u1u2 = −µv̄2v1, v2u1 = −v1ū2. (s1)

Suppose first x1x2 = 0. If u1 = 0, then v1 , 0 and (s1) implies v2 = u2 = 0,
hence x2 = 0, a contradiction. Thus u1 , 0. If u2 = 0, then (s1) again implies
v2 = 0. This contradiction shows u2 , 0. Since B is a division algebra, the
first equation of (s1) now implies v1 , 0 , v2. We have thus shown ui , 0 ,
vi for i = 1, 2. Next, since the norm of B is multiplicative, (s1) yields first
nB(u1)nB(u2) = µ2nB(v1)nB(v2) and then

nB(u1)2nB(u2) = µ2nB(v1)nB(v2)nB(u1) = µ2nB(v1)2nB(u2).

Thus nB(u1) = ±µnB(v1). But nB(u1) = µnB(v1) is impossible since this and
multiplicativity of nB would yield the contradiction µ ∈ nB(B×). Hence (i)
holds. Turning to (ii), we use (s1), (i) and Kirmse’s identities (17.4.1) to com-
pute

(u1u2)v̄1 = − µ(v̄2v1)v̄1 = −µnB(v1)v̄2 = nB(u1)v̄2 = u1(ū1v̄2)

= − u1v1ū2 = −u1(u2v̄1),

and this is (ii). Finally, (iii) is equivalent to the second equation of (s1). Con-
versely, suppose ui , 0 , vi for i = 1, 2 and (i)–(iii) hold. Then so does the
second equation of (s1), and (i), (ii) imply

(u1u2)v̄1 = − u1(u2v̄1) = −u1v1ū2 = u1(ū1v̄2) = nB(u1)v̄2

= − µnB(v1)v̄2 = −µ(v̄2v1)v̄1.

But v̄1, being different from zero, is invertible in B. Hence the first equation of
(s1) holds as well. This completes the proof of (a).

(b) We know already that if C is a division algebra, then nC is anisotropic.
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Conversely, suppose nC = nB ⊥ (−µ)nB (cf. Remark 18.5) is anisotropic. As-
suming µ = nB(u) for some u ∈ B× would lead to the contradiction nC(u+ j) =
0. Thus µ < nB(B×). If C were not a division algebra, some xi = ui + vi j,
ui, vi ∈ B, i = 1, 2, would satisfy the conditions of (a). In particular, since we
are in characteristic 2, condition (i) would imply nC(x1) = nB(u1)+µnB(v1) = 0,
in contradiction to nC being anisotropic. Hence C is a division algebra.

(c) Suppose first x, y ∈ A, z ∈ A⊥ for some quaternion subalgebra A ⊆ B and
x ◦ y = 0, equivalently, xy = −yx. Then we may identify B = Cay(A, ν) = A ⊥
Ai for some non-zero scalar ν ∈ F (Thm. 19.16 (a)) and have A⊥ = Ai, hence
z = ui for some u ∈ A. Now we use (18.4.1) and compute

(xy)z = (xy)(ui) = (uxy)i,

x(yz) = x
(
y(ui)

)
= x

(
(uy)i

)
= (uyx)i = −(uxy)i.

Hence (xy)z = −x(yz), as desired. Conversely, let this be so. Since char(F) ,
2 and B is alternative, we have x < F1B, y < F[x]. Let A be the (unital)
subalgebra of B generated by x, y. Since B is a division algebra, so is A, forcing
its norm to be anisotropic, hence regular. Since, therefore, A is a composition
algebra of dimension at least 3 and at most 4 (Exc. 17.10), it must, in fact, be
a quaternion algebra. As before, we may assume B = Cay(A, ν) = A ⊥ Ai for
some ν ∈ F×. Then z = u + vi, u, v ∈ A, and we conclude

(xy)z = xyu + (vxy)i,

−x(yz) = − x
(
yu + (vy)i

)
= −xyu − (vyx)i.

Comparing coefficients, this implies xyu = v(x ◦ y) = 0, hence u = 0. But then
v , 0, forcing x ◦ y = 0 and z = vi ∈ A⊥.

(d) Suppose first that C is a division algebra. Then its norm is anisotropic,
and we have seen in (b) that this implies µ < nB(B×). Assume now −µ = nB(z)
for some element z ∈ B of trace zero. Pick any non-zero element y ∈ F[z]⊥

and write A′ for the subalgebra of B generated by y, z. The argument produced
in the proof of (c) shows that A′ is a quaternion subalgebra of B. Pick any
non-zero element x ∈ A′⊥ ⊆ F[y]⊥. Then the subalgebra A of B generated by
x, y is again a quaternion algebra, and we have not only nB(z, 1B) = nB(z, x) =
nB(z, y) = 0 but also (by norm associativity) nB(z, xy) = nB(zȳ, x) ∈ nB(A′, x) =
{0}. Thus z ∈ A⊥, while (16.5.5) yields x ◦ y = 0. Setting u1 := x, u2 := y,
v1 := u1z−1 = −nB(z)−1u1z ∈ A⊥, v2 := −(v1ū2)u−1

1 , we have v̄1 = −v1 ∈ A⊥,
whence (c) implies that conditions (i)–(iii) of (a) hold. Hence (a) produces
zero divisors in C, a contradiction. Conversely, suppose µ < nB(B×), −µ <
nB(B0∩B×). If C were not a division algebra, we would find elements ui, vi ∈ B,
i = 1, 2 satisfying the conditions of (a). Then (c) would lead to a quaternion
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subalgebra A ⊆ B such that u1, u2 ∈ A, v̄1 ∈ A⊥ and u1 ◦ u2 = 0. This would
imply v̄1 = −v1 ∈ A⊥ and −µ = nB(z), z := u1v−1

1 ∈ A⊥ and, in particular,
tB(z) = 0. This contradiction completes the proof.

(e) The norm of O is positive definite, and so is its restriction to the trace
zero elements. Hence 1 = −(−1) cannot avoid being the norm of a trace zero
element of O.

19.30 Let C be a finite-dimensional alternative division algebra over R. Then
Exc. 14.9 shows that C is unital. Moreover, for 0 , x ∈ C, the unital sub-
algebra R[x] ⊆ C is finite-dimensional, commutative associative and without
zero divisors. Thus R[x]/R is a finite algebraic field extension, which implies
R[x] = R1C or R[x] � C as R-algebras. In particular, the elements 1C , x, x2 are
linearly dependent over R, and we deduce from Exc. 16.21 that C is a conic
algebra. Since the non-zero elements of C are invertible, Prop. 17.5 shows that
the norm of C is anisotropic. On the other hand, it represents 1 and hence (by
the intermediate value theorem) must be positive definite. Now Thm. 19.13
shows that C is a composition division algebra over R. By Cor. 19.17, there-
fore, C � Cay(R, α1, . . . , αn) for some n = 0, 1, 2, 3 and α1, . . . , αn ∈ R

×. Here
the assumption αi > 0 for some i = 0, . . . , n would contradict Remark 18.5
in conjunction with the property of nC to be positive definite. Thus αi < 0
for 0 ≤ i ≤ n, and invoking Exc. 18.19, we are actually reduced to the case
αi = −1, 0 ≤ i ≤ n, which means C � R,C,H,O for n = 0, 1, 2, 3, respectively.

19.31 For the first part of the problem, put C := Cay(B, µ) and write φ : C →
Cp for the map defined by

φ(u + v j) := (p−1up) + v j (u, v ∈ B),

which is obviously a linear bijection preserving units but also norms since B
was assumed to be multiplicative. It therefore suffices to show that φ is an
algebra homomorphism. In order to do so, write “·” for the product in Cp and
let u1, u2, v1, v2 ∈ B. Combining (18.4.1) and associativity of B with the fact
that its conjugation is an involution (Prop. 17.2 (a)), we obtain

φ(u1 + v1 j) · φ(u2 + v j) =
(
(p−1u1 p) + v1 j

)
·
(
(p−1u2 p) + v2 j

)
=

((
(p−1u1 p) + v1 j

)
p−1

)(
p
(
(p−1u2 p) + v2 j

))
=

(
p−1u1 + (v1 p̄−1) j

)(
u2 p + (v2 p) j

)
= (p−1u1u2 p + µp̄v̄2v1 p̄−1) + (v2 pp−1u1 + v1 p̄−1 p̄ū2) j.
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But p̄ = nB(p)p−1, p̄−1 = nB(p)−1 p. Hence

φ(u1 + v1 j) · φ(u2 + v j) =
(
p−1(u1u2 + µv̄2v1)p

)
+ (v2u1 + v1ū2) j

= φ
(
(u1u2 + µv̄2v1) + (v2u1 + v1ū2) j

)
= φ

(
(u1 + v1 j)(u2 + v2 j)

)
,

as desired.
Turning to the second part of the problem, let C be an octonion algebra over

k and suppose p, q ∈ C× have the property that pq2 belongs to some quaternion
subalgebra B ⊆ C. By Exc. 15.18 (a) and its solution, it will be enough to
show for p ∈ B× and B as above that C and Cp are isomorphic. In order to
do so, we note C = B ⊕ B⊥ as a direct sum of submodules (Lemma 11.10)
and define φ : C → Cp by φ(u + v) := (p−1up) + v for u ∈ B, v ∈ B⊥. We
claim that φ is an isomorphism of conic algebras. This assertion is local on k,
so we may assume that k is a local ring. By Thm. 19.16 (a), we may identify
C = Cay(B, µ) = B ⊕ B j, where the relation B⊥ = B j can be read off from
(18.4.4) and the regularity of nB. Thus our new map φ agrees with the one
defined in the first part and hence must be an isomorphism of conic algebras.

19.32 (a) We begin by showing that for a quadratic k-algebra R and u ∈ R,

nR(u − ū) = 4nR(u) − tR(u)2, (s1)

which follows from

nR(u−ū) = nR(u)−nR(u, ū)+nR(ū) = 2nR(u)−tR(u)2+nR(u, u) = 4nR(u)−tR(u)2.

Now suppose that u − ū is invertible in R. Then Prop. 19.8 and (s1) show that
D := k[u] ⊆ R is a quadratic étale subalgebra. By Lemma 11.10, therefore,
we obtain the decomposition R = D ⊕ D⊥ as k-modules and conclude, by
comparing ranks, that R = D is quadratic étale.

Next suppose k is an LG ring and D is a quadratic étale k-algebra. By
Prop. 11.24, D is a free k-module of rank 2 containing 1D as a unimodular
element (16.4), which therefore can be extended to a basis (1D, u) of D. Thus
D = k[u], and Prop. 19.8 combined with (s1) shows nD(u − ū) ∈ k×, hence
u − ū ∈ D×.

Finally, returning to an arbitrary base ring k and a quadratic étale k-algebra
D, it remains to show H(D, ιD) = k1D. In order to do so, we may assume D =
k[u] for some u ∈ D such that u− ū ∈ D×. In particular, by Prop. 19.8, D is free
(of rank 2) as a k-module with basis 1D, u. We clearly have k1D ⊆ H(D, ιD).
Conversely, write x ∈ H(D, ιD) as x = α1D + βu for some α, β ∈ k. Then
x = x̄ = α1D + βū implies β(u− ū) = 0, hence β = 0 (since invertible elements,
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being the image of 1D under a linear bijection, are unimodular), and we end up
with x = α1D ∈ k1D.

(b) Let B be a quaternion algebra over k. We must show that an element
x ∈ B satisfying [x, y] = 0 for all y ∈ B is a scalar multiple of 1C . This
assertion being local on k, we may assume that k is a local ring. By Cor. 19.17,
we may further assume B = Cay(D, µ) = B ⊕ B j for some quadratic étale k-
algebra D and some µ ∈ k. From Thm. 19.14 we deduce µ ∈ k×, while part (a)
of our problem yields an element u ∈ D making u − ū invertible. Now write
x = u1 + v1 j, u1, v1 ∈ D. By hypothesis we have [x, u2 + v2 j] = 0 for all
u2, v2 ∈ D, which by (18.13.1) implies

0 = [u1, u2] + µ(v̄2v1 − v̄1v2) = µ(v̄2v1 − v̄1v2).

Since µ is invertible, we conclude v̄2v1 = v̄1v2 for all v2 ∈ D. Setting v2 = 1B

gives v̄1 = v1, while setting v2 = u now gives (u − ū)v1 = 0, hence v1 = 0 since
u− ū is invertible. Next applying (18.13.2), we obtain 0 = v2(u1 − ū1)− v1(u2 −

ū2) = v2(u1 − ū1) for all v2 ∈ B, which for v2 = 1B amounts to u1 = ū1, hence
by (a) to u1 ∈ k1B. Thus we have x ∈ k1C , as desired.

Finally, let C be an octonion algebra over k. We have

k1C ⊆ {x ∈ C | ∀y ∈ C : xy = yx} ∩ Nuc(C),

so it remains to show that both sets taking part in the intersection on the right-
hand side belong to k1C . Since these are local questions, we may assume that
k is a local ring and then obtain, by Cor. 19.17, C = Cay(B, µ) = B ⊕ B j up to
isomorphism, for some quaternion subalgebra B ⊆ C and some scalar µ ∈ k×

(Thm. 19.14). Now let x = u1 + v1 j ∈ C with u1, v1 ∈ B and first assume
[x, u2 + v2 j] = 0 for all u2, v2 ∈ B. From (18.13.1), (18.13.2), we conclude

[u1, u2] + µ(v̄2v1 − v̄1v2) = 0 = v2(u1 − ū1) − v1(ū2 − u2) (s2)

for all u2, v2 ∈ B. By what we have seen before, the first of these equations for
v2 = 0 shows u1 ∈ Cent(B) = k1B. Now the second one implies v1(u2 − ū2) = 0
for all u2 ∈ B. By Thm. 19.16 (b), we find a quadratic étale subalgebra D ⊆
B, which in turn, by part (a) of this exercise, contains an element u2 making
u2 − ū2 invertible. Hence v1 = 0 and thus x ∈ k1C . Next assume x ∈ Nuc(C).
Applying (18.13.3), for u2 = v3 = 0, we obtain (v̄2v1)u3 = (u3v̄2)v1 for all
v2, u3 ∈ B. Setting v2 = 1B, this implies v1u3 = u3v1 for all u3 ∈ B, hence
v1 ∈ Cent(B) = k1B. Thus v1 = β1B for some β ∈ k, and our original equation
reduces to (βv̄2)u3 = u3(βv̄2) for all v2, u3 ∈ B This means βv2 ∈ Cent(B) = k1B

for all v2 ∈ B. But 1B, being unimodular, may be extended to basis of B as a
k-module, and picking for v2 one of the basis vectors distinct from 1B, we
conclude β = 0, hence v1 = 0. Now we consider (18.13.4) for u2 = u3 = v2 = 0
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and v3 = 1B. Then [u1, u2] = 0 for all u2 ∈ B, which yields u1 ∈ Cent(B) = k1B,
hence x ∈ k1C , and completes the proof.

19.33 (a) Assume first 2 ∈ k×. Then k1D ⊆ D is a regular composition subalge-
bra, and Thm. 19.16 yields an identification D = Cay(k, µ) = k ⊕ k j, for some
µ ∈ k×. By (18.4.3), therefore, u := 1

2 · 1D + j does the job. We are left with the
case 2 ∈ m, where m stands for the maximal ideal of k. Since all finitely gener-
ated projectives over k are free and 1D ∈ D is unimodular, some v ∈ D makes
(1D, v) a basis of D over k. Now Prop. 19.8 implies µ := tD(v)2 − 4nD(v) ∈ k×.
Since 2 ∈ m, we conclude tD(v) ∈ k× and u := tD(v)−1v does the job.

(b) If k allows a decomposition of the desired kind, then φ is clearly an
automorphism of D. Conversely, let this be so. We first treat the case that k
is a local ring. By (a), D = k[u] for some element u ∈ D of trace 1. By
Prop. 19.8, therefore, (1D, u) is a basis of D, and there are α, β ∈ k such that
φ(u) = α1D + βu. But φ, being an automorphism of D, preserves norms, traces
and unit. Hence

2α + β = tD
(
φ(u)

)
= tD(u) = 1,

α2 + αβ + β2nD(u) = nD
(
φ(u)

)
= nD(u),

and we conclude β = 1 − 2α,

α2 + α − 2α2 + (1 − 4α + 4α2)nD(u) = nD(u).

Thus (α − α2)(1 − 4nD(u)) = 0. On the other hand, since D is quadratic étale,
Prop. 19.8 shows 1−4nD(u) ∈ k×. Hence α ∈ k is an idempotent. But as a local
ring, k is connected. We therefore conclude α = 0, β = 1 or α = 1, β = −1,
which implies φ = 1D in the first case, φ = ιD in the second.

Now let k be arbitrary and put X := Spec(k). Since D is finitely generated as
a k-module,

X+ := {p ∈ X | φp = 1Dp }, X− := {p ∈ X | φp = ιDp }

by Exc. 9.28, are Zariski-open subsets of X. Moreover, they are disjoint by
Exc. 19.32 (a) and cover X by the special case just treated. Hence Exc. 9.29,
yields a complete orthogonal system (ε+, ε−) of idempotents in k such that
X± = D(ε±). Put k± := ε±k. Then k = k+ × k− as a direct product of ideals,
and with the canonical projection π+ : k → k+, we consult (9.7.5) to conclude
p := Spec(π+)(p+) = p+×k− ∈ D(ε+) for any prime ideal p+ ⊆ k+. Now 9.6, 9.7
show that φ+p+ = φp ⊗kp k+p+ = 1D+p+ . Thus φ+ = 1D+ and, similarly, φ− = ιD− .

19.34 See [22, pp. 290-291]

19.35 We begin by proving (1) and first note that not only c1 = c but also
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c2 = 1C − c is an elementary idempotent (cf. Exc. 16.23, particularly (iv)). Let
i = 1, 2 and x ∈ Cii. Then cix = x = xci, and (17.4.2) yields x = cixci =

nC(ci, x̄)ci − nC(ci)x̄ = nC(ci, x̄)ci ∈ kci, and (1) holds. In view of this, arbitrary
elements x, y ∈ C can be written as in (2). Expanding the norm of x in the
obvious manner, we obtain

nC(x) = nC(α1c1 + x12 + x21 + α2c2)

= α2
1nC(c1) + α1nC(c1, x12) + α1nC(c1, x21) + α1α2nC(c1, c2) + nC(x12)

+ nC(x12, x21) + α2nC(x12, c2) + nC(x21) + α2nC(x21, c2) + α2
2nC(c2).

Applying (17.1.3), (17.1.2) and observing nC(c1) = nC(c2) = 0, we obtain, for
{i, j} = {1, 2},

nC(ci) = 0,

nC(ci, xi j) = nC(cici, cixi j) = nC(ci)nC(ci, xi j) = 0,

nC(ci, x ji) = nC(cici)nC(x jici) = nC(ci, x ji)nC(ci) = 0,

nC(c1, c2) = nC(c, 1C − c) = tC(c) − 2nC(c) = 1,

nC(xi j) = nC(cixi j) = nC(ci)nC(xi j) = 0.

Inserting these relations into the preceding equation, we end up with (3), while
linearizing (3) gives (4), which for y = 1C yields (5). Finally, (6) follows im-
mediately from the definition.

Now let C be a composition algebra. We must show for {i, j} = {1, 2} that
DnC determines a duality between Ci j and C∗ji. Let xi j ∈ Ci j and suppose
nC(xi j,C ji) = {0}. Then (4) yields

nC(xi j,C) = nC(xi j, kci +Ci j +C ji + kc j) = nC(xi j,C ji) = {0}

hence xi j = 0 since nC is non-singular. Next let λ ji : C ji → k be a linear
form and λ : C → k the linear extension of λ ji that kills kc1 ⊕ Ci j ⊕ kc2. By
non-singularity of nC , there exists x ∈ C such that λ = nC(x,−). Writing x
in the form (2) and choosing y ji ∈ C ji, we apply (4) and obtain λ ji(y ji) =
λ(y ji) = nC(x, y ji) = nC(xi j, y ji). Summing up, DnC does indeed determine a
duality between Ci j and C ji. In order to prove the final statement, we must
show tC(x2z) = tC(xy2) = 0 for all x, y, z ∈ Ci j. This follows from the final
statement in Exercise 14.12.

19.36 (a) Since scalar multiplication by D acts on the second factor of D ⊗ D,
the map φ is a unital homomorphism of D-algebras. Moreover, for u ∈ D we
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have

φ(u ⊗ 1D − 1D ⊗ ū) = (u, ū) − (ū, ū) = (u − ū, 0),

φ(1D ⊗ u − u ⊗ 1D) = (u, u) − (u, ū) = (0, u − ū).

In order to prove that φ is an isomorphism, we may assume that k is a local
ring. By Exc. 19.32 (a), the element u may be so chosen that u − ū ∈ D×.
The preceding equations therefore show that (1D, 0) and (0, 1D) both belong to
Im(φ). But D × D is generated by these elements as a D-algebra. Hence φ is
surjective. On the other hand, D⊗D and D×D are finitely generated projective
D-modules of rank 2. Hence φ is an isomorphism by Exc. 9.30.

(b) By definition, we have σ′ ◦ φ = φ ◦ σ′. Hence, for x, d ∈ D,

σ′
(
(xd, x̄d)

)
= σ′

(
φ(x ⊗ d)

)
= φ

(
σ(x ⊗ d)

)
= φ(x ⊗ d̄) = (xd̄, x̄d̄) = (x̄d, xd),

which proves the assertion since, by (a), any element of D × D can be written
as a finite sum of expressions of the form (xd, x̄d) with x, d ∈ D.

19.37 (a) Let x, y ∈ R. Since R by Prop. 17.2 (b) is a multiplicative conic
algebra, we may apply (16.12.5), (16.5.10) and (17.1.3) to obtain

tR
(
e(xy)

)
= tR

(
(ex)(ey)

)
= tR(ex)tR(ey) − nR(ex, ey)

= tR(ex)tR(ey) − nR(e)nR(x, y) = tR(ex)tR(ey).

Hence tR ◦ Le : R → k is an algebra homomorphism, which by Exc. 16.23 is
unital if and only if e is an elementary idempotent.

(b) For x, y ∈ R, we combine (a) with the multiplicativity of nR and obtain

q(x)q(y) =
(
tR(ex2) + εnR(x)

)(
tR(ey2) + εnR(y)

)
= tR(ex2)tR(ey2) + εtR(ex2)nR(y) + εnR(x)tR(ey2) + ε2nR(xnR(y)

= tR
(
e(xy)2) + tR(εex2)nR(y) + nR(x)tR(εey2) + εnR(xy)

= tR
(
e(xy)2) + εnR(xy) = q(xy).

Hence q permits composition.
(c) The condition is clearly sufficient. Conversely, suppose q permits com-

position. We put e1 := (1, 0), e2 := (0, 1) and

ε1 := q(e1), ε2 := q(e1, e2), ε3 := q(e2).

Then (1) holds. Moreover, since q permits composition, (ε1, ε3) is an orthog-
onal system of idempotents such that ε1ε2 = q(e1)q(e1, e2) = q(e2

1, e1e2) = 0
and, similarly, ε3ε2 = 0. On the other hand, ε := q(1D) =

∑
εi is an idempotent

in k satisfying q(x) = εq(x), q(x, y) = εq(x, y) for all x, y ∈ D. In particular, we
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have εεi = εi for i = 1, 2, 3, whence ε2 = ε − ε1 − ε3 must be an idempotent as
well.

(d) Let q : D→ k be a quadratic form permitting composition. Since, there-
fore, its scalar extension qD : D ⊗ D → D permits composition, so does q′ :=
qD ◦ φ

−1 : D × D → D, where φ is the isomorphism of Exc. 19.36 (a). Hence
(c) yields an orthogonal system (d1, d2, d3) of idempotents in D such that

q
(
(a, b)

)
= d1a2 + d2ab + d3b2

for all a, b ∈ D. With σ as in Exc. 19.36 (b), we now claim

qD ◦ σ = ιD ◦ qD. (s1)

In order to prove this, we let x, x′, d, d′ ∈ D and compute

(qD ◦ σ)(x ⊗ d) = qD(x ⊗ d̄) = q(x)d̄2,

(ιD ◦ qD)(x ⊗ d) = qD(x ⊗ d) = q(x)d2 = q(x)d̄2,(
qD ◦ (σ × σ)

)
(x ⊗ d, x′ ⊗ d′) = qD(x ⊗ d̄, x′ ⊗ d̄′) = q(x, x′)d̄d̄′,

(ιD ◦ qD)(x ⊗ d, x′ ⊗ d′) = q(x, x′)dd′ = q(x, x′)d̄d′.

Hence (s1) holds. Using this, and keeping the notation of Exc. 19.36 (b), we
conclude

q′ ◦ σ′ = qD ◦ φ
−1 ◦ φ ◦ σ ◦ φ−1 = qD ◦ σ ◦ φ

−1 = ιD ◦ qD ◦ φ
−1 = ιD ◦ q′.

deviating slightly from the notation used in (c), we now put e1 := (1D, 0),
e2 := (0, 1D and obtain

d̄1 = q′(e1) = (ιD ◦ q′)(e1) =

hence d̄3 = d1. Similarly,

d̄2 = (ιD ◦ q′)(e1, e2) = q′
(
σ′(e1), σ′(e2)

)
= q′(e2, e1) = d2.

Thus d2 ∈ H(D, ιD) = k1D (by Exc. 19.32 (a)). Since 1D is unimodular, we find
a unique idempotent ε ∈ k such that d2 = ε1D. Then e := d1 is an idempotent
in D such that εe = d2d1 = 0, while the relation nD(e)1D = eē = d1d3 = 0
implies nD(e) = 0. Finally, for x ∈ D, we compute

q(x)1D = qD(x ⊗ 1D) = (q′ ◦ φ)(x ⊗ 1D) = q′(x ⊕ x̄) = ex2 + εxx̄ + ēx̄2

=
(
tD(ex2) + εnD(x)

)
1D,

and the assertion follows.

19.38 We begin by reducing to the case that k is a field. Since all finitely gen-
erated projectives over k are free and 1C ∈ R is unimodular, it can be extended
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to a basis (1C , v) of R as a k-module. Moreover, the k-module k × k ×C is free,
so the polynomial law f : k × k ×C → k given by the set maps

fS : S × S ×CS −→ S , (s1, s2, u) 7−→ s2 det
((

nCS (ui, u j)
)
0≤i, j≤3

)
for S ∈ k-alg, where u0 := 1CS , u1 := s11CS + s2vS , u2 := u, u3 := u1u2, may
be regarded as a polynomial f ∈ k[t1, . . . , t10] (Cor. 12.12). This polynomial
represents a unit over k if and only if, for some ξ1, ξ2 ∈ k, u ∈ C, both ξ2

and det(((nC(ui, u j))0≤i, j≤3) with u0 := 1C , u1 = ξ11C + ξ2v, u2 := u, u3 =

u1u2 belong to k×, equivalently, R = k[u1] and B :=
∑3

i=0 kui is a quaternion
subalgebra of of C (Exc. 17.10) (which, in addition, contains R). Hence the
proof will be complete once we have shown that f represents a unit over k. But
k is LG, so it suffices to show that F represents a unit over every field in k-alg.
This completes the reduction to the field case.

From now on, therefore, let k = F be a field. Then R is a two-dimensional
F-algebra. If R is quadratic étale, then Thm. 19.16 (a) yields a scalar µ ∈ k×

such that the inclusion R ↪→ C extends to an embedding φ : Cay(R, µ) = R ⊕
R j → C. Its image, therefore, is a quaternion subalgebra of C generated by
R and φ( j) in C, and we conclude f (0, 1, φ( j)) , 0. Hence we may assume
that R is not quadratic étale. Then Exc. 19.27 implies that R/F is either an
inseparable quadratic field extension of characteristic 2 or the F-algebra of
dual numbers. In any event, setting u0 := 1C , there is an element u1 ∈ C such
that R = Fu0 ⊕ Fu1 and nC(u0, u1) = tC(u1) = 2α = 0, where α := nC(u1).
Since u0, u1 are linearly independent, any β ∈ k yields a linear form λ on C
having λ(u0) = 1, λ(u1) = β, and by regularity of nC we obtain λ = nC(−, u2)
for some u2 ∈ C. Thus nC(u0, u2) = tC(u2) = 1 and nC(u1, u2) = β. Setting
γ := nC(u2) and u3 := u1u2, we conclude

nC(u0, u3) = nC(1C , u1u2) = nC(ū1, u2) = −nC(u1, u2) = −β,

nC(u1, u1) = 2α = 0,

nC(u1, u3) = nC(u1, u1u2) = nC(u1)tC(u2) = α,

nC(u2, u2) = 2nC(u2) = 2γ,

nC(u2, u3) = nC(u2, u1u2) = nC(u2)tC(u1) = 0,

nC(u3, u3) = 2nC(u1u2) = 2nC(u1)nC(u2) = 2αnC(u2) = 0.

This implies

det
((

nC(ui, u j)
)
0≤i, j≤3

)
= det(


2 0 1 −β

0 0 β α

1 β 2γ 0
−β α 0 0

)
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= det(


0 −2β 1 − 4γ −β

0 0 β α

1 β 2γ 0
0 α + β2 2βγ 0

)

= det(


−2β 1 − 4γ −β

0 β α

α + β2 2βγ 0

)
= α(α + β2)(1 − 4γ) + (α + β2)β2 + 4αβ2γ

= (α + β2)(α + β2) = (α + β2)2

since 2α = 0. Setting β = 1 (resp. β = 0) for α = 0 (resp. α , 0), the above
determinant will be different from zero. Writing u1 = ξ11C + ξ2v for some
ξ1, ξ2 ∈ F, we conclude ξ2 , 0 (since u0, u1 are linearly independent), hence
f (ξ1, ξ2, u2) , 0, as desired.

19.39 (a) Let σ be a reflection of C and write B± := {x ∈ C | σ(x) = ±x}.
Then B+ = Fix(σ) ⊆ C is a unital subalgebra and since 1

2 ∈ k, we have
C = B+ ⊕ B− as a direct sum of submodules. In fact, this sum is even an or-
thogonal one since σ preserves nC (Exc. 16.19), so for x± ∈ B± we obtain
nC(x+, x−) = nC(σ(x+), σ(x−)) = −nC(x+, x−), forcing nC(x+, x−) = 0. It fol-
lows that Fix(σ) = B+ ⊆ C is a composition subalgebra. In order to prove
that its rank is r

2 , we may assume that k is a local ring. Then Thm. 19.16 (a)
yields an element µ ∈ k× such that Cay(B+, µ) = B+ ⊕ B+ j may be viewed as
a subalgebra of C. In particular, j ∈ C×, and since σ is an automorphism of C,
we conclude jB± ⊆ B∓. This shows that B+ and B− have the same rank. But
the sum of the two ranks is r. Thus rk(B±) = r

2 .
Conversely, suppose B ⊆ C is a composition subalgebra of rank r

2 , automat-
ically regular since 1

2 ∈ k. Hence C = B⊕B⊥ as direct sum of submodules, and
we have

BB ⊆ C, BB⊥ ⊆ B⊥, B⊥B ⊆ B⊥, B⊥B⊥ ⊆ B. (s1)

Here the first inclusion is obvious, while the second and third one follow from
the fact that C is norm associative, particularly from (16.12.3), (16.12.4). Fi-
nally, in order to establish the fourth inclusion, we may assume that k is a local
ring, in which case Thm. 19.16 (a) yields an identification C = Cay(B, µ) =
B ⊕ B j for some µ ∈ k× and then B⊥ = B j by (18.4.4). But now the assertion
follows from (18.4.1). By (s1), the map σB := 1B ⊕ (−1B⊥ ) is a reflection of C,
and it is straightforward to check that the assignments σ 7→ Fix(σ), B 7→ σB

define inverse bijections between the set of reflections of C and the set of com-
position subalgebras of C having rank r

2 .
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Let ρ ∈ Aut(C). If σ is a reflection of C, then so is σρ := ρ−1 ◦ σ ◦ ρ

and Fix(σρ) = ρ−1(Fix(σ)). On the other hand, if B ⊆ C is a composition
subalgebra of rank r

2 , then σρ−1(B) = (σB)ρ. This shows that two reflections of
C are conjugate under Aut(C) if and only if their fixed algebras are, and the
proof of (a) is complete.

(b) Let τ be an involution of C. Since C and Cop have the same unit, norm
and trace, Exc. 16.19 shows that they are preserved by τ. For x ∈ C, this implies

τ(x̄) = τ
(
tC(x)1C − x

)
= tC

(
τ(x)

)
1C − τ(x) = τ(x).

Thus τ commutes with ιC .
Now let τ be an involution of C distinct from ιC . Since τ, as we have just

seen, commutes with ιC , the map στ := τ◦ ιC = ιC ◦ τ is a reflection of C. Con-
versely, let σ be a reflection of C. Being an automorphism of C, σ preserves
conjugation, forcing τσ := σ ◦ ιC = ιC ◦ σ to be an involution other than ιC .
It is clear that the assignments τ 7→ στ and σ 7→ τσ define inverse bijections
between the set of involutions of C distinct from ιC and the set of reflections of
C. Moreover, the identities τσρ = ρ−1 ◦ τσ ◦ ρ and σρ−1◦τ◦ρ = (στ)ρ are imme-
diately verified. Invoking (a), the aforementioned bijections, therefore, induce
canonically inverse bijections between the isomorphism classes of involutions
of C other than ιC and the conjugacy classes under Aut(C) of the composition
subalgebras of C having rank r

2 .
Finally, let τ , ιC be an involution of C and B ⊆ C the corresponding

composition subalgebra of rank r
2 . Then τ = σB ◦ ιC , and for x ∈ B, y ∈ B⊥,

we obtain τ(x + y) = σB(x̄ − y) = x̄ + y, hence

H(C, τ) = H(B, ιB) ⊕ B⊥ = k1B ⊕ B⊥ � k ⊕ B⊥,

and since B⊥ is finitely generated projective of rank r
2 , the final assertion fol-

lows.

Solutions for Section 20

This section contains no exercises.

Solutions for Section 21

21.20 Let x1, . . . , xn ∈ M, y1, . . . , yn ∈ N, r1, . . . , rn, s1, . . . , sn ∈ R. We put
r := r1 · · · rn, s := s1 · · · sn ∈ R, A := diag(r1, . . . , rn), B := diag(s1, . . . , sn) ∈
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Matn(R) and obtain

(
n∧

h)R
(
(x1 ⊗ r1) ∧ · · · ∧ (xn ⊗ rn), (y1 ⊗ s1) ∧ · · · ∧ (yn ⊗ sn)

)
= (

n∧
h)R

(
(x1 ∧ · · · ∧ xn) ⊗ r, (y1 ∧ · · · ∧ yn) ⊗ s

)
=

(
(

n∧
h)(x1 ∧ · · · ∧ xn, y1 ∧ · · · ∧ yn)

)
⊗ rs

= det
(
(h(xi, y j)

)
1≤i, j≤n

)
⊗ rs

= rs det
((

(h(xi, y j)
)
1≤i, j≤n

)
R

= rs det
((

h(xi, y j)R
)
1≤i, j≤n

)
= rs det

((
hR(xiR, y jR)

)
1≤i, j≤n

)
= det(A) det

((
hR(xiR, y jR)

)
1≤i, j≤n

)
det(B)

= det
((

ris jhR(xiR, y jR)
)
1≤i, j≤n

)
= det

((
hR(xi ⊗ ri, y j ⊗ s j)

)
1≤i, j≤n

)
=

n∧
(hR)

(
(x1 ⊗ r1) ∧ · · · ∧ (xn ⊗ rn), (y1 ⊗ s1) ∧ · · · ∧ (yn ⊗ sn)

)
,

which completes the proof.

21.21 (a) We begin with the following:

Claim. If k = F is a field and M , {0}, then the map M → F, x 7→ h(x, x), is
not identically zero.

Proof We argue indirectly and assume h(x, x) = 0 for all x ∈ M. Linearizing
this relation yields

tD
(
h(x, y)

)
= h(x, y) + h(x, y) = h(x, y) + h(y, x) = 0

for all x, y ∈ M, where we may replace x by xa, a ∈ D, to obtain nD(a, h(x, y)) =
tD(āh(x, y)) = tD(h(xa, y)) = 0 for all a ∈ D, x, y ∈ M. But since the norm of D
is non-singular, this leads to the contradiction h = 0 and proves our claim. □

Returning to our LG ring k, we argue by induction on n and have nothing
to prove for n = 0. If n > 0, our claim shows that the scalar polynomial law
x 7→ h(x, x) over k represents a unit over any field in k-alg. Hence it represents
a unit over our LG ring k: we deduce α1 := h(e1, e1) ∈ k× for some e1 ∈ M.
Now we put

N := (e1D)⊥ = {y ∈| h(e1, y) = 0} = {x ∈ M | h(x, e1) = 0}
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and see by a straightforward verification that M = (e1D) ⊕ N = (e1D) ⊥ N
relative to h. It follows that (N, h|N×N) is a hermitian space of rank n − 1 over
D, and applying the induction hypothesis completes the proof.

(b) We may clearly assume that k is a local ring. Let the ei ∈ M, αi ∈ k,
1 ≤ i ≤ n, be as in (a). Then

M = (e1D) ⊕ · · · ⊕ (enD)

as a direct sum of free D-submodules of rank 1. Since D is a free k-module
of rank 2, this shows that M is a free k-module of rank 2n. On the other hand,
the relations h(eid, e jd′) = δi jαid̄d′ for d, d′ ∈ D, 1 ≤ i, j ≤ n show that the
preceding decomposition is an orthogonal one relative to h, hence relative to q
as well, and q(eid) = h(eid, eid) = αid̄d = αinD(d) for d ∈ D, 1 ≤ i ≤ n. Thus

q � α1nD ⊥ · · · ⊥ αnnD � ⟨α1, . . . , αn⟩ ⊗ nD

is the finite orthogonal sum of of regular quadratic forms over k, hence must
be regular itself.

21.22 We put C := Ter(D; M, h,∆) and have C = D × M as k-modules. After
the natural identification D ⊆ C, we obtain p±1 = (p±1, 0), and writing “·” for
the product in Cp, we conclude, for a, b ∈ D, x, y ∈ M,

(a, x) · (b, y) =
(
(a, x)(p−1, 0)

)(
(p, 0)(b, y)

)
= (ap−1, xp−1)(pb, yp̄)

=
(
ap−1 pb − h(xp−1, yp̄), yp̄ap−1 + xp−1 pb + (xp−1) ×h,∆ (yp̄)

)
=

(
ab − p̄−1h(x, y)p̄, yā + xb + (x ×h,∆ y) p̄−1 p

)
Hence

(a, x) · (b, y) =
(
ab − h(x, y), yā + xb + (x ×h,∆ y) p̄−1 p

)
(a, b ∈ D, x, y ∈ M).

(s1)

We will now be able to compute the constituents of Cp = Ter(D; Mp, hp,∆p)
by appealing to Thm. 21.12 as follows.

As a k-module, Mp is the orthogonal complement of D = Dp in Cp relative
to the bilinearized norm of Cp, which by Exc. 17.12 agrees with the bilin-
earized norm of C. Thus Mp = M as k-modules. Consulting (s1), the right
action of Dp = D on Mp = M may be read off from

(x, a) 7−→ (0, x) · (a, 0) = (0, xa),

which amounts to Mp = M as right D-modules.
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For x, y ∈ M, we deduce from (s1) that hp(x, y) is the negative of the D-
component of

(0, x) · (0, y) =
(
− h(x, y), (x ×h,∆ y) p̄−1 p

)
, (s2)

hence agrees with h(x, y). Thus hp = h.
Finally, let a ∈ D×. Then a∆ :

∧3 M
∼
→ D is an orientation of M, and 21.9

shows

h(x ×h,a∆ y, z) = a∆(x ∧ y ∧ z) = ah(x ×h,∆ y, z) = h
(
(x ×h,∆ y)ā, z

)
for all x, y, z ∈ M, which is equivalent to

x ×h,a∆ y = (x ×h,∆ y)ā (x, y ∈ M, a ∈ D×). (s3)

Now by Thm. 21.12, x ×h,∆p y is the M-component of (0, x) · (0, y), hence by
(s2) agrees with (x ×h,∆ y) p̄−1 p. Since, fixing h, the hermitian vector product
uniquely determines the orientation it corresponds to, we conclude from this
and (s3) that ∆p = p̄p−1∆.

Summing up, we have proved

Cp = Ter(D; M, h, p̄p−1∆). (s4)

Finally, we wish to understand what all this means for the algebra C =
Zor(k) of Zorn vector matrices over k. By 21.18, we have

C = Ter(D; D3, h,∆), D = k × k, D3 = k3 × k3, h = ⟨13⟩sesq,

∆(e1 ∧ e2 ∧ e3) = 1, ei = (ei, ei) (1 ≤ i ≤ 3),

where (ei)1≤i≤3 is the canonical basis of unit vectors in k3. The quantity p̄−1 p
is essentially an arbitrary element of D having norm 1, hence can be written in
the form γ ⊕ γ−1 for some γ ∈ k×. Writing x, y ∈ M as x = u1 ⊕ u2, y = v1 ⊕ v2,
we may apply (21.18.3) and obtain

(x ×h,∆p y) = (x ×h,∆ y)p̄−1 p =
(
(u2 × v2) ⊕ (u1 × v1)

)
(γ ⊕ γ−1)

=
(
γ(u2 × v2)

)
⊕

(
γ−1(u1 × v1)

)
.

Repeating the computations of 21.18, we therefore conclude that Zor(k)p is the
k-module (

k k3

k3 k

)
under the multiplication(
α1 u2

u1 α2

) (
β1 v2

v1 β2

)
=

(
α1β1 − uT

2 v1 α1v2 + β2u2 + γ
−1(u1 × v1)

β1u1 + α2v1 + γ(u2 × v2) α2β2 − uT
1 v2

)
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for αi, βi ∈ k, ui, vi ∈ k3, i = 1, 2. Since p belongs to the split quaternion
subalgebra (

k ke1

ke1 k

)
⊆ Zor(k),

it follows from Exc. 19.31 that Zor(k) and Zor(k)p are isomorphic.

21.23 (i)⇔ (ii). Let χ : (M1, h1) → (M2, h2) be an isometry and x, y, z ∈ M1.
Then

h2
(
χ(x) ×h2,∆2 χ(y), χ(z)

)
= ∆2

(
χ(x) ∧ χ(y) ∧ χ(z)

)
= (∆2 ◦

3∧
χ)(x ∧ y ∧ z),

h2
(
χ(x ×h1,∆1 y), χ(z)

)
= h1(x ×h1,∆1 y, z) = ∆1(x ∧ y ∧ z),

and comparing yields the asserted equivalence.
(ii)⇔ (iii). Apply (21.12.1).

21.24 We proceed in several steps.
We write (ei)1≤i≤3 for the canonical basis of unit vectors in k3 and put

E :=
(
1 0
0 0

)
, X1 :=

(
0 −e1

e1 0

)
, X2 :=

(
0 −e2

e2 0

)
.

Then (21.18.4) implies

X3 := X1X2 =

(
0 e3

e3 0

)
, X2

1 =

(
1 0,
0 1

)
= 1C = X2

2 ,

X1X2X1 = X3X1 =

(
0 e3

e3 0

) (
0 −e1

e1 0

)
=

(
0 e2

−e2 0

)
= −X2.

Moreover, since E is an elementary idempotent, we have

Ē = 1C − E =
(
0 0
0 1

)
,

and using (17.4.2), we see XiEXi = nC(Xi, Ē)Xi − nC(Xi)Ē which is Ē for
i = 1, 2 and −Ē for i = 3. We have thus established all the relations of (1).
Now observe that an easy computation yields

EXi =

(
0 −ei

0 0

)
, EX3 =

(
0 e3

0 0

)
(i = 1, 2),

which shows that the quantities

E, Ē, X1, X2, X3, EX1, EX2, EX3

form a basis of C as a k-module. In particular, C is generated by E, X1, X2 as a
k-algebra.
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2◦. Now let A be any unital k-algebra and suppose that e, x1, x2 ∈ A satisfy
the relations

e2 = e, x2
1 = x2

2 = 1A, x1x2x1 = −x2, (s1)

x1ex1 = x2ex2 = ē := 1A − e, (x1x2)e(x1x2) = −ē.

Then we put

ε12 := 1, ε21 := −1, x3 := x1x1. (s2)

Since (s1), (s2) yield x2x1x2 = x2x1x2x2
1 = −x2x2x1 = −x and x2x1 = x2

1x2x1 =

−x1x2 = −x3, we obtain

ε ji = −εi j, e2 = e, x2
i = 1A, xix jxi = −x j, (s3)

xiexi = ē, (xix j)e(xix j) = −ē, xix j = εi jx3 ({i, j} = {1, 2}).

Next we put

B := ke + kē +
3∑

i=1

kxi +

3∑
i=1

kyi ⊆ A (yi := exi, 1 ≤ i ≤ 3) (s4)

and claim that the spanning elements of B as a k-module displayed in (s4)
satisfy the following multiplication rules.

e2 = e, ē2 = ē, x2
i = 1C , x2

3 = −1C , y2
i = y2

3 = 0 (i = 1, 2),
(s5)

xiyi = ē, yixi = e, x3y3 = −ē, y3x3 = −e (i = 1, 2),
(s6)

eē = 0, exi = yi, eyi = yi (1 ≤ i ≤ 3),
(s7)

ēe = 0, xie = xi − yi, yie = 0 (1 ≤ i ≤ 3),
(s8)

ēxi = xi − yi, ēyi = 0 (1 ≤ i ≤ 3),
(s9)

xiē = yi, yiē = yi (1 ≤ i ≤ 3),
(s10)

xix j = εi jx3, xix3 = εi jx j, xiy j = εi j(x3 − y3), xiy3 = εi j(x j − y j) ({i, j} = {1, 2}),
(s11)

x3xi = − εi jx j, y jxi = −εi j(x3 − y3), y3xi = −εi j(x j − y j) ({i, j} = {1, 2}),
(s12)
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x3yi = − εi j(x j − y j), yix3 = εi j(x j − y j) ({i, j} = {1, 2}),
(s13)

yiy j = εi j(x3 − y3), yiy3 = εi j(x j − y j), y3yi = −εi j(x j − y j) ({i, j} = {1, 2}).
(s14)

Suppose these relations have been proved. Then they hold, mutatis mutandis,
for E, X1, X2 ∈ C as well, and it follows that the linear map C → A acting on
the basis vectors of C exhibited in 10 according to

E 7→ e, Ē 7→ ē, Xi 7→ xi, EXi 7→ yi (1 ≤ i ≤ 3)

is the unique unital homomorphism satisfying the conditions of the problem.
The kernel of this homomorphism is an ideal in C, which, by Exc. 19.34, has
the form aC for some ideal a ⊆ k. Hence B � C/aC � C ⊗ (k/a) � Zor(k/a) as
k-algebras.

3◦. It remains to establish (s5)–(s14), which we now proceed to do by mak-
ing use, among other things, of Artin’s theorem (Cor. 14.5) allowing us to drop
parentheses in products with at most two distinct factors.

Proof of (s5). The first four relations are clear in view of (s3). Moreover, by
(s1), (s2), x2

3 = x1x2x1x2 = −x2
2 = −1C , y2

i = exiexi = eē = 0 for i = 1, 2 and
y2

3 = ex3ex3 = −eē = 0, which completes the proof.
Proof of (s6). For i = 1, 2, the definitions and (s3) yield xiyi = xiexi = ē,

yixi = ex2
i = e, x3y3 = x3ey3 = −ē, y3x3 = ex2

3 = −e, as desired.
Proof of (s7). The first relation is obvious, the next three hold by definition

(cf. (s4)), while the remaining ones follow from eyi = eexi = exi = yi for
i = 1, 2, 3.

Proof of (s8). The first equation is again obvious. As to the next three, we
apply (s3), (s5) to obtain xie = xiex2

i = ēxi = xi − exi = xi − yi for i = 1, 2 and
x3e = −x3ex2

3 = ēx3 = x3 − ex3 = x3 − y3, as claimed.
Proof of (s9) We have ēxi = xi − exi for 1 ≤ i ≤ 3, hence the first three

equations of (s9), while (s8) yields yiē = yi − yie = yi for 1 ≤ i ≤ 3, which
completes the proof.

Proof of (s10). From (s8) we deduce xiē = xi − xie = yi, yiē = yi − yie = yi

for 1 ≤ i ≤ 3, and the assertion follows.
Proof of (s11). Let {i, j} = {1, 2}. The first equation is already in (s3). By the

same token, xix3 = εi jxixix j = εi jx j yields the second equation. Applying (s3),
(s9) and the left Moufang identity, we obtain xiy j = xi(ex j) = εi jxi(e(xix3)) =
εi j(xiexi)x3 = εi jēx3 = εi j(x3 − y3) and xiy3 = xi(ex3) = εi jxi(e(xix j)) =
εi j(xiexi)x j = εi jēx j = εi j(x j − y j), which completes the proof of (s11).

Proof of (s12). Let i, j = {1, 2}. Then (s11) yields x3xi = εi jxix jxi =

−εi jx j, while this, (s8), (s3), (s11), (s10) imply y jxi = x jxi − (x je)xi = ε jix3 +
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εi j((x3xi)e)xi = εi j(x3(xiexi) − x3) = εi j(x3ē − x3) = −εi j(x3 − y3). Finally,
applying (s8), (s12), (s11), (s10), we obtain y3xi = x3xi − (x3e)xi = −εi jx j −

ε ji((x jxi)e)xi = εi j(x j(xiexi) − x j) = εi j(x jē − x j) = −εi j(x j − y j).
Proof of (s13). Let {i, j} = {1, 2}. Then (s5), (s11), (s8), (s12) yield

x3yi = − x3(exi)x2
3 = −[x3(exi)x3]x3 = −[(x3e)(xix3)]x3 = −εi j[(x3e)x j]x3

= − εi jx3x jx3 + εi j[(ex3)x j]x3 = εi jε jixix3 + εi je(x3x jx3)

= = −εi jx j − εi jε jie(xix3) − εi jx j + εi jex j = −εi j(x j − y j),

yix3 = [xi(xie)xi]x3 = xi[(xie)(xix3)] = εi jxi[(xie)x j] = εi jxi[(xi − yi)x j]

= εi j
(
x2

i x j − xi(yix j)
)
= εi j

(
x j + ε jixi(x3 − y3)

)
= εi jx j − xix3 + xiy3

= εi jx j − εi jx j + εi j(x j − y j) = εi j(x j − y j),

hence (s13).
Proof of (s14). Again, let {i, j} = {1, 2}. Then (s8), (s12), (s7) yield yiy j =

yix j − (exi)(x je) = εi j(x3 − y3) − e(xix j)e = εi j(x3 − y3 − ex3e) = εi j(x3 − y3),
giving the first equation of (s14). Similarly, yiy3 = yix3 − (exi)(x3e) = εi j(x j −

y j)−e(xix3)e = εi j(x j−y j−ex je) = εi j(x j−y j). And finally, y3yi = y3(xi−xie) =
y3xi−(ex3)(xie) = −εi j(x j−y j)−e(x3xi)e = −εi j(x j−y j)+εi jex je = −εi j(x j−y j),
which completes the entire proof.

Solutions for Section 22

22.22 (i)⇒ (ii). c , 0 implies k , {0}, and if k± , {0}, then c± = ck± ∈ Ak± =

A± is an absolutely primitive idempotent by definition.
(ii)⇒ (i). For each sign ±, c± ∈ A± is an idempotent, and for some sign ±,

we have c± , 0. Hence c , 0 is an idempotent in A. Now assume we are given
orthogonal idempotents d = (d+, d−), e = (e+, e−) ∈ A such that c = d+e. Then
d±, e± are orthogonal idempotents in A±, c± = d±+e±, and since k± = {0} or c±

is primitive, we find complete orthogonal systems (ε±1 , ε
±
2 ) of idempotents in k±

such that d± = ε±1 c±, e± = ε±2 c±. Hence (ε1, ε2), ε1 = (ε+1 , ε
−
1 ), ε2 = (ε+2 , ε

−
2 ), is

a complete orthogonal system of idempotents in k satisfying d = ε1c, e = ε2c.
Thus c is a primitive idempotent in A.

It remains to show that the same conclusion holds under every non-zero base
change of A, equivalently, that condition (ii) is stable under such a non-zero
base change, so let R ∈ k-alg, R , {0}. Setting ε+ := (1, 0), ε− := (0, 1) ∈ k
and applying 9.7, we conclude R+ × R−, R± = ε±R = Rk± , AR = A+R × A−R,
A±R = (AR)R± = AR± = (Ak± )R± = A±R± . We have cR = (c+R+ , c

−
R− ), and R± , {0} for

some sign ± implies k± , {0}, hence by (ii) that c± is an absolutely primitive
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idempotent of A±. But then c±R± must be an absolutely primitive idempotent of
A±R± , and we have shownn that (ii) is indeed stable under non-zero base change.

22.23 (i) ⇒ (ii). We clearly have k , {0}. Assuming k(0) , {0} in the de-
composition (ii) of Exc. 16.26, the base change 0 = ck(0) ∈ C(0) = Ck(0) would
be primitive, a contradiction. Hence k(0) = {0}. Similarly, if k(2) , {0}, then
1C(2) = ck(2) is absolutely primitive in C(2) = Ck(2) . Hence every composition
algebra appearing in the rank decomposition of Ck(2) (Exc. 9.31) contains its
identity element as an absolutely primitive idempotent and thus, by Prop. 22.7,
has rank 1. We conclude C(2) � k(2) and have established decompositions (1),
(2).

(ii)⇒ (i). If k(1) , {0}, then c(1) is absolutely primitive in C(1) by Prop. 22.7,
and if k(2) , {0}, then 1k(2) is an absolutely primitive idempotent of k(2). Thus
(i) follows from Exc. 22.22.

The final statement of the exercise is now obvious.

22.24 (a) (i)⇒ (ii). We view c canonically as an idempotent linear map c : k⊕
L0 → k ⊕ L0. With Lc := Im(c), L̄c := Ker(c) = Lc̄, we then have

k ⊕ L0 = Lc ⊕ L̄c = Lc ⊕ Lc̄ (s1)

as a directi sum of submodules. Hence Lc and Lc̄ are both finitely generated
projective k-modules. For p ∈ Spec(k), we have cp , 0 , c̄p since c is elemen-
tary, so (Lc)p = Lcp and (Lc̄)p = Lc̄p are both free kp-modules of positive rank.
On the other hand, (s1) yields rkp(Lc) + rkp(Lc̄) = 2, which altogether implies
rkp(Lc) = rkp(Lc̄) = 1. Hence Lc is a line bundle, as claimed.

(ii) ⇒ (iii). Regardless of whether the idempotent c is elementary or not,
(s1) holds, forcing Lc and Lc̄ to be finitely generated projective k-modules.
Now suppose as in (ii) that Lc is a line bundle. Then [5, III.7, Cor. of Prop. 10]
implies

L0 � k ⊗ L0 �
∧2

(k ⊕ L0) �
∧2

(Lc ⊕ Lc̄) � Lc ⊗ Lc̄.

Thus Lc̄ � L0 ⊗ L∗c is a line bundle as well, and we have established (1). At this
stage, we require the following well-known fact:

fact. Let M,N be finitely generated projective k-modules. Then there is a nat-
ural identification Homk(M,N) = N ⊗M∗ such that (y ⊗ x∗)(x′) = ⟨x∗, x′⟩y for
all x′ ∈ M, y ∈ N, x∗ ∈ M∗.
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Using this and (1), we now obtain a chain of natural isomorphism as follows:

B � Endk(k ⊕ L0) � Endk(Lc ⊕ Lc̄) � Endk

(
Lc

Lc̄

)
�

(
Homk(Lc, Lc) Homk(Lc̄, Lc)
Homk(Lc, Lc̄) Homk(Lc̄, Lc̄)

)
�

(
Lc ⊗ L∗c Lc ⊗ L∗c̄
Lc̄ ⊗ L∗c Lc̄ ⊗ L∗c̄

)
�

(
k L∗0 ⊗ L⊗2

c

L0 ⊗ L∗⊗2
c k

)
� B′ := Endk(k ⊕ L)

with L := L0 ⊗ L∗⊗2
c an appropriate line bundle over k. Writing Φ : B→ B′ for

the composite of these isomorphisms, and following step-by-step their effect
on the idempotent c, we conclude

Φ(c) =
(
1 0
0 0

)
, (s2)

which completes the proof of (iii). Now suppose L is any line bundle over k
such that there exists an isomorphism Φ : B → B′ := Endk(k ⊕ L) satisfying
(s2). Then L � B′21(Φ(c)) � B21(c), L∗ � B′12(Φ(c)) � B12(c), which not only
shows that L is unique up to isomorphism but also completes the proof of (2).

(iii)⇒ (i). Since Φ(c) is obviously elementary, so is c.
(b) Let g ∈ GL(k ⊕ L0) = B× such that d = gcg−1. Then

Ld = d
(

k
L0

)
= gcg−1

(
k
L0

)
= gc

(
k
L0

)
= g(Lc).

Hence g determines via restriction an isomorphism Lc
∼
→ Ld. Conversely, sup-

pose Lc and Ld are isomorphic. Then, by (1), so are Lc̄ and Ld̄. Let

ρ : Lc
∼
−→ Ld, ρ̄ : Lc̄

∼
−→ Ld̄

be isomorphisms. Then so is

g := ρ ⊕ ρ̄ : k ⊕ L0 = Lc ⊕ Lc̄
∼
−→ Ld ⊕ Ld̄ = k ⊕ L0,

which amounts to g ∈ GL(k ⊕ L0) = B×. Moreover, for x ∈ Ld, y ∈ Ld̄ we have
ρ−1(x) ∈ Lc, ρ̄−1(y) ∈ Lc̄, hence

gcg−1(x + y) = gc
(
ρ−1(x) + ρ̄−1(y)

)
= (ρ ⊕ ρ̄)

(
ρ−1(x)

)
= x.

But this means gcg−1 = d, and c, d are conjugate under inner automorphisms
of B. Now suppose φ(c) = d for some automorphism φ of B. Then B12(c) �
B12(d), which by (2) implies L⊗2

c � L⊗2
d . Conversely, let this be so and put
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L := L0 ⊗ L∗⊗2
c . Then (iii) yields isomorphisms Φ : B

∼
→ B′ := Endk(k ⊕ L),

Ψ : B
∼
→ B′ such that

Φ(c) =
(
1 0
0 0

)
= Ψ(d).

Hence φ := Ψ−1 ◦ Φ is an automorphism of B sending c to d.
(c) By (1), the line bundle Lc is a direct summand of k ⊕ L0. Conversely,

let L be a direct summand of k ⊕ L0, so k ⊕ L0 = L ⊕ L′ for some submodule
L′ ⊆ k ⊕ L0. Then the projection from k ⊕ L0 onto L alongside L′ yields an
idempotent c ∈ B such that L = Lc, and by (a), c is elementary.

22.25 (a) Let xi/1 be a basis of L fi over k fi , for i = 1, . . . , n. Given x ∈ L, there
exist m ∈ N and α1, . . . , αn ∈ k such that x/1 = (αi/ f m

i )(xi/1) = (αixi)/ f m
i in

L fi for all i = 1, . . . , n. Hence for some integer p ≥ m and all i = 1, . . . , n, f p
i x =

βixi, βi := f p−m
i αi. Since the f p

1 , . . . , f p
n continue to generate k as an ideal, we

find g1, . . . , gn ∈ k such that
∑

f p
i gi = 1. But this implies x =

∑
βigixi, so

L =
∑

kxi is generated by x1, . . . , xn.
(b) (i)⇒ (ii). Since L is generated by two elements, we obtain a short exact

sequence

0 // L′ // k ⊕ k // L // 0

of k-modules, which splits since L is projective. Thus L ⊕ L′ � k ⊕ k is free of
rank 2, and taking determinants (= second exterior powers), we obtain L⊗L′ �
k, i.e., L′ � L∗.

(ii)⇒ (iii). This is Exc. 22.24 for L0 := k.
(iii)⇒ (iv). Write

c =
(
α β

γ δ

)
with α, β, γ, δ ∈ k. Since c has trace 1 and determinant 0, we have

α + δ = 1, αδ = βγ. (s1)

From Exc. 22.24 we deduce

L � Lc = Im(c) = k
(
α

γ

)
+ k

(
β

δ

)
.

Observing

β

(
α

γ

)
= α

(
β

δ

)
, δ

(
α

γ

)
= γ

(
β

δ

)
, (s2)

we now put f1 = α, f2 = δ. Then k f1+k f2 = k by (s1), and (s2) shows that L f1 is
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the free k f1 -module of rank 1 with basis
(
α/1
β/1

)
, while L f2 is the free k f2 -module

of rank 1 with basis
(
β/1
δ/1

)
. Thus (iv) holds.

(iv)⇒ (i). This is just a special cse of (a).
Now suppose L satisfies one (hence all) of the preceding four conditions.

Then, by (ii), so does L∗, allowing us to assume n > 0. But then (iv) holds for
L⊗n. In partiuclar, by (ii), an elementary idempotent c(n) ∈ Mat2(k) satisfying
L⊗n � Lc(n) exists for any n ∈ Z and is unique up to conjugation by inner
automorphisms (Exc. 22.24 (b)). Since L⊗0 � k is free of rank 1, we may put
c(0) =

(
1 0
0 0

)
. Moreover, combining (ii) with (1) in Exc. 22.24, we may also put

c(−1) := c̄ = 12 − c, and it will be enough to treat the case n > 0. Writing c as
in the proof of the implication (iii)⇒(iv), we claim that

αnαn + δ
nδn = 1, (s3)

where

αn :=
n−1∑
i=0

(
2n − 1

i

)
αn−1−iδi, δn :=

n−1∑
i=0

(
2n − 1
n + i

)
αn−1−iδi,

and

c⟨n⟩ :=
(
αnαn βnδn

γnαn δnδn

)
∈ Mat2(k) (s4)

is an elementary idempotent satisfying Lc⟨n⟩ � L⊗n
c .

We begin by proving (s3), which follows from the computation

αnαn + δ
nδn =

n−1∑
i=0

(
2n − 1

i

)
α2n−1−iδi +

n−1∑
i=0

(
2n − 1
n + i

)
αn−1−iδn+i

=

n−1∑
i=0

(
2n − 1

i

)
α2n−1−iδi +

2n−1∑
j=n

(
2n − 1

j

)
α2n−1− jδ j

=

2n−1∑
i=0

(
2n − 1

i

)
α2n−1−iδi = (α + δ)2n−1 = 1.

Combining (s3) with (s2), we conclude that c(n) as defined in (s4) has trace 1
and determinant 0, hence is an elementary idempotent. Moreover,

βn
(
αn

γn

)
= αn

(
βn

δn

)
, δn

(
αn

γn

)
= γn

(
βn

δn

)
. (s5)

We now put

f (n) := αnαn, g(n) := δnδn (s6)
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and have f (n)+g(n) = 1 by (s3). Setting L := Lc, Lc(n) , we must show L⊗n � L(n).
To this end, we examine the situation of k f (n) and kg(n) .

Over k f (n) , the quantities α, αn are both invertible. By (s2), therefore, L f (n) is
the free k f (n) - module with basis

( α
γ
)
. Consequently, (L⊗n) f (n) = (L f (n) )⊗n is the

free k f (n) -module with basis
( α
γ
)⊗n. By the same token, (L(n)) f (n) is the free k f (n) -

module with basis
(
αnαn
γnαn

)
=

(
αn

γn

)
αn, which is the same as the free k f (n) -module

with basis
(
αn

γn

)
. Summing up, we find a unique isomorphism

Φ(n) : (L⊗n) f (n)
∼
−→ (L(n)) f (n) such that Φ(n)

( (α
γ

)⊗n )
=

(
αn

γn

)
.

Similarly, by (s6), the quantities δ, δ(n) are invertible over kg(n) , and there is a
unique isomorphism

Ψ(n) : (L⊗n)g(n)
∼
−→ (L(n))g(n) such that Ψ(n)

( (β
δ

)⊗n )
=

(
βn

δn

)
.

Over k f (n)g(n) , all the quantities α, αn, δ, δn, β, γ become invertible, and we have(
β
δ

)
= γ−1δ

( α
γ
)
, hence

(
β
γ

)⊗n
= γ−nδn ( α

γ
)⊗n, but also

(
βn

δn

)
= γ−nδn

(
αn

γn

)
. Hence

the isomorphisms Φ(n), Ψ(n) agree over k f (n)g(n) and thus glue to an isomorphism
L⊗n ∼
→ L(n). This completes the proof.

0.2 Remark. The final proof of this exercise would have become much more
natural if we had used the identification of Pic(k) with H1

Zar(k,GL1), compare
Example 54.16.

22.26 (i) ⇒ (ii). Let L be any line bundle over k that is a direct summand of
k ⊕ L0. By Exc. 22.24 (c), there exists an elementary idempotent c ∈ B such
that L � Lc. Using (i) to select an isomorphism Φ : B

∼
→ B′, we obtain an

elementary idempotent c′ := Φ(c) ∈ B′ and, again by Exc. 22.24, we find in
L′ := Lc′ a line bundle over k that is a direct summand of k ⊕ L′0. Now (2) of
Exc. 22.24

L∗0 ⊗ L⊗2 � L∗0 ⊗ L⊗2
c � B12(c) � B′12(c′) � L′∗0 ⊗ L′⊗2,

and (1) holds.
(ii) ⇒ (iii). This is clear since line bundles L over k satisfying the require-

ments of (ii) exist, e.g., L := k ⊕ {0} ⊆ k ⊕ L0.
(iii)⇒ (i). Let L, L′ be line bundles over k that are direct summands of k⊕L0,

k ⊕ L′0, respectively, and satisfy (1). By Exc. 22.24 (c), there exist elementary
idempotents c ∈ B, c′ ∈ B′ such that L � Lc, L′ � Lc′ . Now (1) yields

M := L∗0 ⊗ L⊗2
c � L′∗0 ⊗ L⊗2

c′ ,
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and Exc. 22.24 (a) produces isomorphisms Φ : B
∼
→ C := Endk(k ⊕ M),

Φ′ : B′
∼
→ C sending c, c′ to

(
1 0
0 0

)
, respectively. In particular, Φ′−1 ◦ Φ is an

isomorphism from B to B′, and (i) holds.

22.27 We apply Exc. 22.26 to B := Endk(k⊕L0), L0 := L, and B′ := Mat2(k) =
Endk(k⊕L′0), L′0 := k. Then M := k⊕{0} ⊆ k⊕L0 is a free submodule of rank 1
and a direct summand at the same time. If B is split, then B � B′ and condition
(ii) of Exc. 22.26 yields a line bundle M′ ⊆ k ⊕ L′0 = k ⊕ k which is a direct
summand of k⊕ k and satisfies L0 ⊗M′⊗2 � L′0 ⊗M⊗2. This means L0 � M′∗⊗2.
Moreover, k⊕ k � M′ ⊕M′′ for some line bundle M′′, and taking determinants
(= second exterior powers), we obtain M′ ⊗ M′′ � k. Hence M′∗ � M′′, being
a homomorphic image of k ⊕ k, is generated by two elements.

Conversely, suppose L0 = L � M′⊗2 for some line bundle M′ on two
generators over k. Then Exc. 22.25 (b) implies M′ ⊕ M′∗ � k ⊕ k. Since
L0 ⊗ M′∗⊗2 � L ⊗ M′∗⊗2 � k � L′0 ⊗ M⊗2, we deduce from Exc. 22.26 that
B and B′ = Mat2(k) are isomorphic, i.e., B is split.

Finally, suppose we are given a line bundle L on two generators over k that
is not a square in Pic(k). (For example, take k to be the ring of algebraic in-
tegers in Q(

√
−14). Then Pic(k) � Z/4 and we take L to be a generator. It is

generated by 2 elements because k is Dedekind.) By what we have just shown,
the quaternion algebra

B := Endk(k ⊕ L) =
(
k L∗

L k

)
is reduced but not split. It will be free as a k-module once we have shown that
L ⊕ L∗ is a free k-module. But this follows immediately from Exc. 22.25 (b).

22.28 By Exc. 22.27, the quaternion algebra

B := Endk(k ⊕ L′) =
(

k L′∗

L′ k

)
is split since L′ is the square (in Pic(k)) of some line bundle on two genera-
tors over k. Computing the norm of B in two ways by means of (22.12.1), we
deduce h ⊥ h � nB � h ⊥ (−hL′ ) � h ⊥ hL′ and hence obtain the first asser-
tion. As to the second, it suffices to consult Exc. 11.30, which shows that the
hyperbolic plane hL′ is not split.

22.29 Localizing if necessary, we may assume that M is free (of rank 3). Let
(ei)1≤i≤3 be a basis of M and (e∗i )1≤i≤3 the corresponding dual basis of M∗.
Setting α := θ(e1 ∧ e2 ∧ e3), β := θ∗−1(e∗1 ∧ e∗2 ∧ e∗3), we apply (22.14.1) to
conclude αβ = 1. In particular, α and β are both invertible.

Letting (i jl) vary over the cyclic permutations of (123) and s = 1, 2, 3, we
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now apply (22.14.2) to obtain ⟨ei ×θ e j, es⟩ = θ(ei ∧ e j ∧ es) = αδls = ⟨αe∗l , es⟩

and ⟨e∗s, e
∗
i ×θ e∗j⟩ = θ

∗−1(e∗i ∧ e∗j ∧ e∗s) = βδls = ⟨e∗s, βel⟩, which amounts to

ei ×θ e j = αe∗l , e∗i ×θ e∗j = βel. (s1)

Now observe that our asserted equations are alternating in u, v (resp. u∗, v∗).
For the first equation, we may therefore assume u = ei, v = e j, w∗ = e∗s. Then
(s1) yields

(ei ×θ e j) ×θ e∗s = αe∗l ×θ e∗s =


αβe j for s = i,

−αβei for s = j,

0 for s = l

=


e j for s = i,

−ei for s = j,

0 for s = l

= ⟨e∗s, ei⟩e j − ⟨e∗s, e j⟩ei,

as claimed. Similarly, for the second equation, we may assume u∗ = e∗i , v∗ = e∗j ,
w = es and obtain

(e∗i ×θ e∗j) ×θ es = βel ×θ es =


αβe∗j for s = i,

−αβe∗i for s = j,

0 for s = l

=


e∗j for s = i,

−e∗i for s = j,

0 for s = l

= ⟨e∗i , es⟩e∗j − ⟨e
∗
j , es⟩e∗i .

This completes the proof.

22.30 Let C be a reduced octonion algebra over the Dedekind domain k. By
Thm. 22.15, there exist a finitely generated projective k-module M of rank 3
and an orientation θ of M such that C � Zor(M, θ) in the sense of 22.14. By
[4, §VII.4.10, Prop. 24], we can find an ideal a ⊆ k satisfying M � k2 ⊕ a.
But

∧3(M) � k by means of θ. By [5, III, §7.7, Cor. of Prop. 10], therefore,∧2(k2) ⊗ a � k ⊗ a � a is free of rank 1, forcing M to be free of rank 3. Now
Thm. 22.15 shows that C � Zor(M, θ) � Zor(k) is split.
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Solutions for Section 23

23.28 The cases s = 1 and s = r are obvious. Hence we may assume 1 < s < r,
which by Cor. 19.11 implies that C, B, B′ are all regular. Arguing by induction
on r − s, we let φ : B

∼
→ B′ be an isomorphism. Then C = B ⊥ B⊥ = B′ ⊥ B′⊥,

hence

nB ⊥ nC |B⊥ � nC � nB′ ⊥ nC |B′⊥

On the other hand, φ is an isometry from nB onto nB′ . Thus, by Witt can-
cellation (Thm. 11.27), nC |B⊥ and nC |B′⊥ are isometric. Since s < r, applying
Lemma 11.26 yields an element l ∈ B⊥ such that nC(l) ∈ k×, which in turn
leads to an element l′ ∈ B′⊥ satisfying nC(l′) = nC(l) =: −µ. Write B1 (resp.
B′1) for the subalgebra of C generated by B (resp. B′) and l (resp. l′). Then
Cor. 18.9 yields unique isomorphisms h : Cay(B, µ) = B ⊕ B j

∼
→ B1 (resp.

h′ : Cay(B′, µ) = B′ ⊕ B′ j′
∼
→ B′1) extending the identity of B (resp. B′) and

sending j (resp. j′) to l (resp. l′). The isomorphisms thus obtained fit into the
diagram

Cay(B, µ) h
�
//

Cay(B,φ) �

��

B1

φ1�

��
Cay(B′, µ)

h′
� // B′1,

which can be completed uniquely to a commutative square by the dotted iso-
morphism φ1 : B1

∼
→ B′1 as indicated. Since B1 and B′1 both have rank 2s, the

induction hypothesis applies to φ1 and completes the proof. To conclude the
solution to the problem, let B ⊆ O be a non-zero subalgebra and let 0 , x ∈ B.
Then nO(x) , 0 and B contains the element x2 = tO(x)x − nO(x)1O, hence 1O.
Thus B is a unital subalgebra of O on which nO continues to permit composi-
tion and to be anisotropic, hence regular as well since the characteristic is not
2. Summing up, therefore, B ⊆ O is a composition division subalgebra. From
23.13 we now conclude that B is isomorphic to one of the algebras R,C,H,O,
and the Skolem-Noether theorem completes the proof.

23.29 By Prop. 23.2 (b), f preserves not only norms and units, but also traces
and conjugations.

(a) Applying (17.4.2), we obtain

f (Uxy) = nC(x, ȳ) f (x) − nC(x) f (ȳ) = nC
(
f (x), f (y)

)
f (x) − nC

(
f (x)

)
f (y)

= U f (x) f (y),
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hence (1). In order to prove (2), we first note

x2 = Ux1C ,
(
Ux+y − Ux − Uy

)
z = x(yz) + z(yx),

so by (1), f preserves squares and the expression x(yz) + z(yx). Abbreviating
the left-hand side of (2) by A and using the fact that the associator of C is
alternating, we can now compute

A = f (xy)2 − f (xy)
(
f (y) f (x)

)
−

(
f (x) f (y)

)
f (xy) + f (x) f (y)2 f (x)

= f
(
(xy)2) − f (xy)

(
f (y) f (x)

)
− f (x)

(
f (y) f (xy)

)
− [ f (x), f (y), f (xy)]

+ f (xy2x)

= [ f (x), f (xy), f (y)] + f
(
(xy)2 − (xy)(yx) − x

(
y(xy)

)
+ xy2x

)
= [ f (x), f (xy), f (y)]

since, thanks to Artin’s Theorem (Cor. 14.5), the subalgebra of C generated
by two elements is associative. This completes the proof of (2). In order to
complete the proof of (a), it will therefore suffice to show that the right-hand
side of (2) is symmetric in x, y. To see this, we note that, since squares are
preserved by f , so is the circle product. Hence f (x ◦ y) = f (x) ◦ f (y), which
implies

[ f (y), f (yx), f (x)] = [ f (y), f (x ◦ y), f (x)] − [ f (y), f (xy), f (x)]

= [ f (y), f (x) ◦ f (y), f (y)] + [ f (x), f (xy), f (y)]

= [ f (x), f (xy), f (y)],

again by Artin’s Theorem, and the assertion follows.
(b) Since f preserves norms and traces, we have tC′ (c′) = tC′ ( f (c)) = tC(c) =

1, nC′ (c′) = nC′ ( f (c)) = nC(c) = 0, so c′ ∈ C′ is an elementary idempotent.
Now, as we have seen in (a), f preserves the circle product: f (x◦y) = f (x)◦ f (y)
for all x, y ∈ C. In particular, f (c◦ y) = c′ ◦ f (y). Hence, writing Ci j, i, j = 1, 2,
for the Peirce components of C relative to c, it will be enough to show

C12 +C21 = {x ∈ C | c ◦ x = x}. (s1)

For x ∈ C, we let x = x11 + x12 + x21 + x22 be its Peirce decomposition relative
to c. Then

c ◦ x = cx + xc = x11 + x12 + x11 + x21 = 2x11 + x12 + x21,

and comparing Peirce components we see that c ◦ x = x if and only if x11 =

x22 = 0. Hence (s1) is proved.

23.30 (a) We begin by assuming that the case of a local ring has been settled
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and then let k be arbitrary. We put X := Spec(k) and deduce from Exc. 9.28 (b)
that

X+ := {p ∈ X | fp : Bp → B′p is an isomorphism},

X− := {p ∈ X | fp : Bp → B′p is an anti-isomorphism}

are Zariski-open subsets of X. Since a quaternion algebra is not commuta-
tive, they are also disjoint, and our assumption implies that they cover X.
Hence Exc. 9.29, yields a complete orthogonal system (ε+, ε−) of idempotents
in k satisfying X± = D(ε±). Now it suffices to put k± = kε± and to invoke
(9.7.5), which implies for any p+ ∈ Spec(k+) that p := p+ × k− ∈ D(ε+)
makes f+p+ = ( fp)k+p+ : B+p+ → B′+p+ (by (9.5.7)) an isomorphism. Similarly,
for p− ∈ Spec(k−), f−p− : B−p− → B′−p− turns out to be an anti-isomorphism.
Hence f+ is an isomorphism and f− is an anti-isomorphism.

We are thus left with the case that k is a local ring and must show that f is ei-
ther an isomorphism or an anti-isomorphism. Thm. 19.16 (b) and Exc. 19.33 (a)
yield a quadratic étale subalgebra D = k[u] ⊆ B, for some u ∈ B having
trace 1. Since f preserves units, norms, and traces by Prop. 23.2, we conclude
that D′ := f (D) = k[u′], u′ := f (u), is a quadratic étale subalgebra of B′

(Prop. 19.8), and f |D : D → D′ is an isomorphism (Prop. 23.4). Now apply
Thm. 19.16 (a) to reach B from D by means of the Cayley-Dickson construc-
tion: there exists a unit µ ∈ k× such that the inclusion D ↪→ B extends to
an identification B = Cay(D, µ) = D ⊕ D j, j ∈ D⊥, nB( j) = −µ. Setting
j′ := f ( j) ∈ D′⊥ ⊆ B′, we obtain nB′ ( j′) = −µ, and from Prop. 18.7 we
conclude that f |D extends to a homomorphism g : B → B′ of conic algebras
satisfying g( j) = j′. By Cor. 18.9, therefore, g is an isomorphism from B onto
the subalgebra of B′ generated by D′ and j′. Counting ranks we conclude that
g is in fact an isomorphism from B onto B′. Hence f1 := g−1 ◦ f : B → B is
a unital norm equivalence inducing the identity on D and satisfying f1( j) = j.
Since f1 stabilizes D⊥ = D j, we find a k-linear bijection φ : D → D such that
f1(v j) = φ(v) j for all v ∈ D. Then φ(1D) = 1D, and since nB permits compo-
sition, φ leaves nD invariant and is thus a unital norm equivalence of D, hence
an automorphism (Prop. 23.4 (b)). By Exc. 19.33, therefore, we are left with
two cases depending on φ.

Suppose first that φ = 1D. Then f1 = 1B, and f = g : B → B′ is an isomor-
phism.

Suppose next that φ = ιD. By Exc. 18.19, the map ψ : B → B defined by
ψ(v + w j) := v − w j for all v,w ∈ D is an automorphism, and one checks that
f1 = ψ ◦ Int( j) ◦ ιB, where Int( j) stands for the inner automorphism x 7→ jx j−1

of B affected by j. Hence f = g◦ψ◦Int( j)◦ιB : B→ B′ is an anti-isomorphism.
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(b) The implications (i) ⇒ (ii) ⇒ (iii) are obvious, so let us prove (i) un-
der the assumption (iii). By Cor. 23.3, there exists a unital norm equivalence
f : B → B′. With the notation of (1), we apply (a) to conclude that g :=
f+ × ( f− ◦ ιB− ) : B→ B′ is an isomorphism.

23.31 By Prop. 23.4 (a), every automorphism of B is a unital norm equiva-
lence. Hence it suffices to show that, conversely, if f : B → B is a unital norm
equivalence sending e11 to c, then an automorphism of B exists having the same
property. From Exc. 23.29 (b) we deduce that c is an elementary idempotent in
B. Hence Exc. 22.24 (a) yields a line bundle L over k and an isomorphism

Φ : B
∼
−→ B′ := Endk(k ⊕ L) =

(
k L∗

L k

)
such that Φ(c) =

(
1 0
0 0

)
.

Viewing B12(c)⊕ B21(c) (resp. L∗ ⊕ L) canonically as quadratic submodules of
(B, nB) (resp. (B′, nB′ ),

Φ : B12(c) ⊕ B21(c)
∼
−→ L∗ ⊕ L

is an isometry and by (22.12.1), (11.18.1), there is a natural identification of
L∗ ⊕ L with the hyperbolic plane hL. On the other hand, f , being a unital norm
equivalence, by Exc. 23.29 (b) induces an isometry from the split hyperbolic
plane k ⊕ k � B12(e11) ⊕ B21(e11) onto B12(c) ⊕ B21(c). Hence the hyperbolic
plane hL is split, which by Exc. 11.30 forces the line bundle L to be free of rank
1. Thus we may identify L = k and in this way view Φ as an automorphism of
B sending e11 to c.

23.32 By Exc. 15.17, φ := LpRp−1 is an isomorphism from C to Cq with
q := p−3.

(a) By Prop. 23.2 (a), φ is a norm similarity fixing 1C and hence a unital
norm equivalence.

(b) φ is an automorphism of C if and only if C = Cq, which by (15.9.4) is
equivalent to q ∈ Nuc(C) = k1C (Exc. 19.32 (b)), hence to p3 = q−1 ∈ k1C .

(c) Assume φ is an anti-automorphism of C. Then Cop = Cq, so we have
yx = (xq−1)(qy), equivalently, y(xq) = x(qy), for all x, y ∈ C. Setting x = 1C

gives yq = qy for all y ∈ C. By Exc. 19.32 (b), this implies q ∈ k1C and then
xy = yx for all x, y ∈ C, a contradiction.

23.33 Let p, q ∈ C×. By Exc. 17.12, C(p,q) is a multiplicative conic alternative
k-algebra with norm nC(p,q) = nC(pq)nC . By multiplicativity, Lpq is an isometry
from nC(p,q) to nC . Hence C(p,q) is a composition algebra which is regular if C
is. Moreover, if C is associative, then Lpq : C(p,q) → C is an isomorphism. And
finally, if k is LG, the norm equivalence theorem 23.5 shows that C and C(p,q)

are isomorphic.
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23.34 Let xi = ui + vi j, ui, vi ∈ O, i = 1, 2 be non-zero elements of S, Then
Exc. 19.29 (a) for µ = −1 shows that x1x2 = 0 if and only if ui , 0 , vi for
i = 1, 2 and

nO(u1) = nO(v1), (u1u2)v̄1 = −u1(u2v̄1), v2 = −(v1ū2)u−1
1 . (s1)

Now let (wi)1≤i≤7 be a Cartan-Shouten basis of O in the sense of 2.1. Combin-
ing (18.4.1) with Fig. 2a on page 12, we compute

(w1 + w3 j)(w2 − w6 j) = (w1w2 − (−w̄6)w3) + (w3w̄2 − w6w1) j

= (w1w2 − w6w3) + (−w3w2 − w6w1) j,

where w6w3 = w4 = w1w2 and w6w1 = w5 = −w3w2. Thus the quantities
a := w1 + w3 j, b := w2 − w6 j have S-norm 2 and satisfy ab = 0, so we
conclude (a, b) ∈ Zer(S), while (s1) (or the property of (wi) being a Cartan-
Shouten basis) yields

w6 = (w3w̄2)w−1
1 = (w3w2)w1. (s2)

We must show that the action of G on Zer(S) is simply transitive. Let (x1, x2) ∈
Zer(S) and write xi = ui + vi j with ui, vi ∈ O for i = 1, 2 as before. Then
(s1) shows nO(ui) = nO(vi) for i = 1, 2, whence the relations nS(xi) = 2 imply
nO(ui) = nO(vi) = 1. From Exc. 19.29 and (16.5.5) we deduce 0 = x :=
u1 ◦ u2 = α1O + α1u1 + α2u2, α := −nO(u1, u2), αi := tO(u3−i), i = 1, 2, hence
0 = u1◦x = 2αu1+2α1u2

1 = 2u1(α1O+α1u1). Thus 0 = y := α1O+α1u1, which
implies 0 = y ◦ u2 = 2α1O, and we conclude 0 = α = α1 = α2. Summing up,
we have shown that (u1, u2) is an orthonormal system in the euclidean space
O0. Consulting Exc. 19.29 (b) again, we also get nO(u1u2, v1) = 0. By Exc. 2.8,
therefore, the quantities u1, u2, v1 can be extended to a Cartan-Shouten basis of
O. Hence there exists an automorphismσ ofO sending u1, u2, v1 respectively to
w1,w2,w3. Consulting (s1), (s2), we conclude that σ also sends v2 to −w6. But
this means σ((x1, x2)) = (a, b), and we have proved that the action is transitive.
It remains to show that σ(a) = a, σ(b) = b implies σ = 1O. But this is clear
since we then have σ(wi) = wi for i = 1, 2, 3, and w1,w2,w3 by Exc. 2.8
generate the octonion algebra O.

23.35 We begin by proving the following general statement.

Claim. Let (V,Q) be a hyperbolic quadratic space of dimension 2n over Fq.
Then the number of anisotropic vectors in (V,Q) is

qn−1(q − 1)(qn − 1).
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Proof We identify (V,Q) = (Fn
q × F

n
q, (x, y) 7→ xTy) and note for x ∈ Fn

q that

|{y ∈ Fn
q | x

Ty = 0}| =

qn for x = 0,

qn−1 for x , 0.

Thus |{v ∈ V | Q(v) = 0}| = qn + (qn − 1)qn−1, and we conclude that (V,Q)
contains precisely

q2n − qn − (qn − 1)qn−1 = qn(qn − 1) − (qn − 1)qn−1 = (qn − qn−1)(qn − 1)

= qn−1(q − 1)(qn − 1)

anisotropic vectors. □

We now turn to the assertions of our problem. Since the anisotropic vectors
of C relative to nC are just its invertible elements (Prop. 17.5), and the norm of
the split octonions is hyperbolic (Cor. 22.18), the preceding claim reduces to
the first equation for n = 3.

To prove the second equation, we note that n : C× → F×q , x 7→ n(x) := nC(x),
is a surjective multiplicative map. Writing N := {x ∈ C | nC(x) = 1} for its
“kernel”, we let x, y ∈ C×, use Prop. 13.6 and obtain

y ∈ n−1(n(x)
)
⇔ n(y) = n(x)⇔ n(x−1y) = 1⇔ x−1y ∈ N ⇔ y ∈ xN,

so the fibers of n all have the same cardinality. This shows |N| = |C×|/|F×q | =
q3(q4 − 1).

23.36 (a) is trivial: if x ∈ M is not minimal, then x = y + z for some y, z ∈ M
such that Q(y) < Q(x) and Q(z) < Q(x). Proceeding with y, z in the same
manner, we eventually arrive at a decomposition of x as a finite sum of minimal
elements.

(b) Again this is trivial, demanding not even the sketch of a proof.
(c) We begin with a simple lemma.

Lemma. (i) If N ⊆ M is a submodule, then Min(M,Q) ∩ N ⊆ Min(N,Q|N).

(ii) If M = N ⊥ N′ is a decomposition of M into the orthogonal sum (rela-
tive to Q) of two submodules N,N′ ⊆ M, then Min(M,Q) = Min(N,Q|N) ∪
Min(N′,Q|N′ ).

Proof In order to prove (i), let x ∈ Min(M,Q) ∩ N and suppose we have a
decomposition x = y + z with y, z ∈ N, Q(y) < Q(x), Q(z) < Q(x). Then this
decomposition takes place also in M, contradicting minimality of x in (M,Q).
Thus x ∈ Min(N,Q|N). But note for x ∈ Min(N,Q|N), that it is conceivable to
have a decomposition x = y+z with y, z ∈ M\N and Q(y) < Q(x), Q(z) < Q(x),
so in general we won’t have equality in (i).



Section 23 129

In order to prove (ii), let x ∈ Min(M,Q) and write x = y + y′ with y ∈ N,
y′ ∈ N′. Then Q(x) = Q(y) + Q(y′), and since x is minimal in M, we conclude
Q(y) = 0 or Q(y′) = 0, hence y = 0 or y′ = 0. Thus Min(M,Q) ⊆ N ∪ N′,
which implies

Min(M,Q) = Min(M,Q) ∩ (N ∪ N′)

= (Min(M,Q) ∩ N) ∪
(
Min(M,Q) ∩ N′

)
.

By symmetry and (i), it therefore suffices to show Min(N,Q|N) ⊆ Min(M,Q).
Let x ∈ Min(N,Q|N) and suppose x = y + z for some y, z ∈ M, Q(y) < Q(x),
Q(z) < Q(x). Write y = u + u′, z = v + v′ with u, v ∈ N, u′, v′ ∈ N′. Since
x belongs to N, this implies x = u + v and Q(u) ≤ Q(y) < Q(x), Q(v) ≤
Q(z) < Q(x), in contradiction to x being a minimal vector of (N,Q|N). Thus
x ∈ Min(M,Q). □

We can now prove (c). Let x, y ∈ Min(M,Q) be inequivalent. For u ∈ [x], v ∈
[y], the assumption Q(u, v) , 0 would imply that u, v ∈ Min(M,Q) are equiva-
lent. Since M[x] is spanned as a Z-module by the minimal elements of (M,Q)
belonging to [x], ditto for M[y], this contradiction shows that M[x] and M[y] are
orthogonal. But every x ∈ Min(M,Q) belongs to M[x], and M is spanned by
Min(M,Q) as a Z-module. Thus M is the orthogonal sum of the distinct M[x]’s,
x ∈ Min(M,Q), and it remains to show that each M[x] is indecomposable.
Thanks to the obvious extension of (b) in the preceding lemma to more than
two orthogonal summands, it will actually be enough to show that every pos-
itive definite integral quadratic module (M,Q) all of whose minimal elements
are equivalent is indecomposable. Indeed, suppose we have an orthogonal de-
composition M = N ⊥ N′ relative to Q, with submodules N,N′ ⊆ M, and let
x, y ∈ Min(M,Q). By part (b) of the lemma, we may assume x ∈ Min(N,Q|N),
and by definition, there is a finite sequence x = x0, x1, . . . , xk−1, xk = y of
minimal vectors in (M,Q) such that Q(xi−1, xi) , 0 for 1 ≤ i ≤ k. We claim
xi ∈ Min(N,Q|N) for all i = 0, . . . , k and argue by induction. For i = 0, there
is nothing to prove. If i > 0 and the assertion holds for i − 1, then xi < N′

since xi−1 ∈ N by the induction hypothesis and Q(xi−1, xi) , 0, whence aprt
(b) of the lemma implies xi ∈ Min(N,Q|N), and the induction is complete. In
particular, y ∈ Min(N,Q|N), and we have shown Min(M,Q) = Min(N,Q|N),
which obviously implies M = N, N′ = {0}.

23.37 We put C† = C/2C = C ⊗Z F2 as a conic algebra over F2 and write
x 7→ x† for the natural epimorphism from C to C†. This epimorphism canoni-
cally induces a map from C× to C†×, which may or may not be surjective. Note
that, since the discriminant of C is odd, C† is a composition algebra of di-
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mension 8 over F2, hence an octonion algebra and thus isomorphic to Zor(F2)
(Cor. 22.18).

Lemma. For x, y ∈ C× we have x† = y† if and only if y = ±x.

Proof y = ±x clearly implies x† = y†. Conversely, let this be so. Then y =
x + 2z for some z ∈ C. If z = 0, we are done, so we may assume z , 0. Since
x, y ∈ C are both units, we obtain 1 = nC(x + 2z) = 1 + 2nC(x, z) + 4nC(z),
hence nC(x, z) = −2nC(z), and applying the Cauchy-Schwarz inequality yields

4nC(z)2 = nC(x, z)2 ≤ nC(x, x)nC(z, z) = 4nC(z).

But nC(z) is a positive integer, forcing nC(z) = 1. Thus the above inequality is,
in fact, an equality, which implies z = αx for some α ∈ Q. Taking norms, we
deduce α2 = 1, hence α = ±1, where the assumption α = 1 would lead to the
contradiction that y = 3x is not invertible in C. Hence α = −1 and y = −x. □

We can now establish the first part of the problem. By Exc. 23.35 for q = 2,
we have |C†×| = 120, while by the lemma, the fiber of an arbitrary element
u ∈ C†× under the natural map C× → C†× is either empty or consists of two
elements. Hence |C×| ≤ 240.

For the rest of the proof, we may assume that |C×| = 240. Writing C×† for
the image of C× under the natural map C× → C†×, and putting r := |C×†|, we
note that the fiber of any point in C×† consists of two elements. Thus 2r = 240,
hence r = 120 = |C†×|, and we conclude C×† = C†×. In other words, the
natural map C× → C†× is surjective.

We can now prove that the positive definite integral quadratic lattice (C, nC)
is indecomposable. We have C× = {x ∈ C | nC(x) = 1} ⊆ Min(C, nC), and for
x, y ∈ C×, Exc. 11.38 (b) yields a sequence x† = x′0, x

′
1, . . . , x

′
k = y† of elements

in C†× such that k ≤ 2 and nC† (x′i−1, x
′
i ) , 0 for 1 ≤ i ≤ k. Since the natural map

C× → C†× is surjective, each x′i , 1 ≤ i < k, lifts to an invertible element xi ∈ C,
so we have got a sequence x =: x0, x1, . . . , xk := y of elements in C×, hence
of minimal vectors in (C, nC), such that nC(xi−1, xi) is an odd integer and, in
particular, different from 0, for 1 ≤ i ≤ k. This shows that the minimal vectors
x and y of (C, nC) are equivalent, in other words, the invertible elements of C
all belong to a single equivalence class of minimal vectors, which may also
be expressed by saying that C× ⊆ C[1C ]. Now suppose that x ∈ Min(C, nC) is
not equivalent to 1C . From Exc. 23.36 (c) we deduce nC(C×, x) = {0}, which
implies nC† (C†×, x†) = nC† (C×†, x†) = {0}. But C′ is an octonion algebra over
F2 that is spanned as a vector space by C†× (Exc. 11.38 (a) and Prop. 17.5).
Thus x† = 0, hence x ∈ 2C, and we conclude that the indecomposable submod-
ules C[x] ⊆ C, with x ∈ Min(C, nC) not equivalent to 1C , all belong to 2C; in
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particular, they have even discriminant. But the discriminant of (C, nC) is odd
by hypothesis, which, thanks to Exc. 23.36 (c), implies that (C, nC) = C[1C ] is
indeed indecomposable.

23.38 Let R be a quadratic étale Z-algebra. Then R is a free Z-module of rank
2, and since 1R ∈ R is unimodular, it can be extended to a basis (1R, u) of R. By
Lemma 19.15, the trace form of R is surjective. Since tR(1R) = 2, we conclude
that tC(u) = 2n+1 (for some integer n) is odd. In fact, replacing u by u−n ·1R,
we may assume tR(u) = 1. Now Prop. 19.8 shows 1 − 4nC(u) = ±1, which
implies nC(u) = 0 or nC(u) = 1

2 . The latter option obviously being impossible,
we conclude that R has zero divisors (Exc. 18.20), hence is split (Cor. 22.19).
This solves the first part of the problem.

As to the second, assume Hur(H) � Cay(R, µ) for some quadratic Z-algebra
R and some µ ∈ Z. Combining the definition of the discriminant (3.12) with
(4.2.2) and Remark 18.5, we conclude with d := disc(R) that 4 = d2µ2. On the
other hand, since the norm of R ⊆ Hur(H) is positive definite, and R itself by the
first part of this exercise is not étale, we have d ≥ 2 and hence d = 2, µ = −1.
Extending 1R to a basis (1R, u) of R over Z, we thus obtain 2 = tC(u)2 − 4nR(u)
from Prop. 19.8, where the left-hand side is ≡ 2 mod 4, while the right-hand is
≡ 0 or ≡ 1 mod 4, a contradiction.

23.39 (a) Since C is not split, it has no zero divisors (Cor. 22.19). Hence
neither has CQ, whence CQ is an octonion division algebra over the ratio-
nals, up to isomorphism actually the only one (Cor. 23.23). This shows CQ �
Cay(Q;−1,−1,−1). In particular, the norm of CQ is positive definite. Hence
so is the norm of C. Summing up we have shown that (C, nC) is a positive
definite inner product space of rank 8 over Z. But by 4.6 (c), up to isome-
try there is only one. Hence, by Cor. 23.3, there exists a unital norm equiva-
lence f : C → DiCo(O). Transferring the unit element, norm and multiplica-
tion of C to DiCo(O) by means of f , we may actually assume C = DiCo(O)
as additive groups with 1C = 1O and nC = nDiCo(O). In particular |C×| = 240
(Exc. 4.13 (d)).

(b) Put D := DiCo(O). Then C† := C/2C = C ⊗Z F2 and D† = D/2D =
D⊗Z F2 are both octonion algebras over F2, hence split (23.14) and, in particu-
lar, isomorphic. We therefore find an isomorphism ψ : C†

∼
→ D† of F2-algebras.

Note by the normalization provided in (a) that (C†, nC† , 1C† ) = (D†, nD† , 1D† )
as “pointed” quadratic spaces over F2. In particular, ψ is an orthogonal trans-
formation of the quadratic space (C†, nC† ). Applying [9, Prop. 14], we see that
the orthogonal group of this space is generated by the orthogonal transvections

τa : x 7−→ x −
nC† (a, x)
nC† (a)

a (a ∈ C†×),
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each of which can be lifted to an orthogonal transformation from (C, nC) onto
itself since, as we have seen in the solution to Exc. 23.37, the natural map
from C× to C†× is surjective. Hence we can also lift ψ to an orthogonal trans-
formation φ of (C, nC). In other words, φ : C → DiCo(O) is a linear bijection
preserving norms such that the diagram

C
φ //

can

��

DiCo(O)

can
��

C/2C
ψ
// DiCo(O)/2 DiCo(O),

commutes. Writing x† := can(x) for x ∈ C× and using the fact that ψ is an
algebra isomorphism, we therefore obtain, for all x, y ∈ C×,(
φ(x · y)

)†
= ψ

(
(x · y)†

)
= ψ(x† · y†) = ψ(x†)ψ(y†) =

(
φ(x)

)†(
φ(y)

)†
=

(
φ(x)φ(y)

)†
.

But for x ∈ C×, the fiber of x† ∈ C†× under the vertical arrows in the above
diagram consists of the elements ±x. Thus φ(x · y) = ±φ(x)φ(y).

(c) According to (b), there exists a map ε : C× × C× → {±1} such that φ(x ·
y) = ε(x, y)φ(x)φ(y) for all x, y ∈ C×. We claim that ε is constant. Indeed,
let x, y, z ∈ C×. Since φ preserves norms, and these are the same for C and
DiCo(O), an application of (17.1.3) yields

ε(x, y)ε(x, z)nC(x)nC(y, z) = ε(x, y)ε(x, z)nC
(
φ(x)

)
nC

(
φ(y), φ(z)

)
= ε(x, y)ε(x, z)nC

(
φ(x)φ(y), φ(x)φ(z)

)
= nC

(
φ(x · y), φ(x · z)

)
= nC(x · y, x · z) = nC(x)nC(y, z).

Hence ε(x, y) = ε(x, z) provided nC(y, z) , 0. On the other hand, if nC(y, z) = 0,
then Exc. 11.38 (b) combined with the surjectivity of the natural map C× →
C†× yields a w ∈ C× satisfying nC(y,w) , 0 , nC(w, z), which in turn implies
ε(x, y) = ε(x,w) = ε(x, z). Thus ε(x, y) does not depend on y ∈ C×. Inter-
changing the role of x and y, and replacing (17.1.3) by (17.1.2) in the process,
the same argument shows that ε(x, y) is also independent of x ∈ C×, showing
that the map ε is indeed constant. Finally, replacing φ by −φ if necessary, we
may assume φ(x · y) = φ(x)φ(y) for all x, y ∈ C× = DiCo(O)×. But since C
is generated by C× as an additive group (Exc. 4.13) (b),(d)), this means that
φ : C

∼
→ DiCo(O) is an isomorphism of octonion algebras.

23.40 (a) We begin by proving sufficiency The assertion is clear if (i) or (ii)
holds. As to (iii), assuming there exists an F-embedding K ↪→ C, we obtain
an induced K-embedding KK ↪→ CK . If we can show that KK is not a division
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algebra, then neither is CK , forcing CK to be split by Cor. 22.18. Hence it
suffices to show that KK = K ⊗ K contains zero divisors. If K/F is separable,
this follows from Exc. 19.36 (a). On the other hand, if K/F is inseparable, then
char(F) = 2 and ξ2 ∈ F for all ξ ∈ K\F. This implies 0 , u := 1K⊗ξ+ξ⊗1K ∈

K ⊗ K and u2 = 1K ⊗ ξ
2 + ξ2 ⊗ 1K = 2ξ21K⊗K = 0. Thus KK contains non-zero

nilpotent elements, and we are done.
In order to prove necessity, let us assume that K is a splitting field of C

and (i), (ii) do not hold. If C is split, then it has dimension 4 or 8, and C1 :=
Cay(K, 1) in the first case, C2 := Cay(K; 1, 1) in the second, is a split com-
position algebra over F of the same dimension as C. Thus C � Ci for some
i = 1, 2, and since Ci contains an isomorphic copy of K, so does C. We are
left with the case that C is a division algebra, so by Cor. 22.18 its norm is
anisotropic. Pick any ξ ∈ K \ F. Then ξ2 = αξ − β with α := tK(ξ), β := nK(ξ).
Since CK = C ⊕ (C ⊗ ξ) is split over K, we find elements u, v ∈ C not both zero
such that

0 = nC(u − v ⊗ ξ) = nC(u) − ξnC(u, v) + ξ2nC(v)

=
(
nC(u) − βnC(v)

)
+

(
αnC(v) − nC(u, v)

)
ξ,

hence nC(u) = βnC(v) and nC(u, v) = αnC(v). This implies v ∈ C× and with
x := uv−1 we deduce β = nC(x), α = nC(u, nC(v)−1v) = nC(u, v̄−1) = tC(x).
Summing up, F[x] ⊆ C is a subalgebra isomorphic to K, and we have found
an embedding K ↪→ C.

(b) We claim that the given quadratic form q is isotropic iff there exists x ∈
C0 such that nC(x) = −α. The “if” direction is obvious. For “only if”, suppose
c = β1C + y for β ∈ k and y ∈ C0 such that c , 0 but q(c) = αβ2 + nC(y) = 0.
If β = 0, then nC |C0 is isotropic, so it contains a hyperbolic plane and such an
x exists. If β , 0, then nC(y/β) = nC(y)/β2 = −α. This verifies the claim.

For x ∈ C0, we have nC(x) = −α if and only if x2 = α. By part (a), such an
x exists iff there is an F-embedding K ↪→ C.

23.41 Write C � F[t]/( f ) for some irreducible polynomial f ∈ F[t]. By
hypothesis, K[t]/( f ) � CK is not a field, so f is reducible in K[t]. Because f
has degree 2 or 3, one of the factors of f has degree 1, i.e., f has a root α ∈ K.
Then F[α] is a subfield of K isomorphic to C.

23.42 CR � H is division, so C is division. Since

1 + 7 · i2 + 15 · i2 + 7 · 15 · (1/
√

5)2 = 0,

(nC)K is isotropic, so CK is split.
A subalgebra E of K properly containing Q is a quadratic field extension
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of Q. Now K is Galois over Q with Galois group Z/2 × Z/2, so the three
possibilities for E are Q(

√
d) for d = 5, −1, or −5.

By Exc. 23.40, it suffices to show that qd := ⟨d, 7, 15, 7·15⟩quad is anisotropic
over Q. For d = 5, we have (q5)R � (nC)R, which is anisotropic. For d = −1 or
−5, we verify that (qd)Qp is anisotropic, where Qp denotes the p-adic numbers
with p = 5 or 3, respectively.

We have q−1 � ⟨−1, 7⟩quad ⊥ 5⟨3, 21⟩quad. We apply Exc. 12.39 or [10,
Lemma 19.5], to see that q−1 is anisotropic overQ5 if the residue forms ⟨−1, 7⟩quad

and ⟨3, 21⟩quad are anisotropic over F5. To check this, by Exc. 11.32 it suffices
to note that the forms have determinant 3 and 2, respectively, which are not
congruent to −1 mod squares.

We have q−5 � ⟨−5, 7⟩quad ⊥ 3⟨5, 35⟩quad. For (q−5)Q3 , the residue forms are
⟨−5, 7⟩quad � ⟨1, 1⟩quad and ⟨2, 2⟩quad over F3, which both have determinant a
square. Since −1 is not a square in F3, these forms are anisotropic, whence so
is q−5.

Solutions for Section 24

24.29 Let R be a k-algebra and suppose R � R0×R1 for k-algebras Ri. Then we
obtain an element of Aut(DR) that acts as the identity on DR0 and as conjugation
on DR1 . Exercise 19.33 says that every element of Aut(DR) arises in this way
and conversely each expression R � R0 × R1 gives an automorphism of DR.
In this way, we may identify Aut(DR) as a set with the collection of complete
orthogonal system of idempotents e0, e1 in R, i.e., with the set of k-algebra
homomorphisms Hom(k × k,R).

Thus we have defined a bijection Aut(DR) between and (Z/2)(R) as sets, in
a way that is functorial in R. We check that this bijection is compatible with
the group operation. Let (c0, c1), (d0, d1) be complete orthogonal systems of
idempotents in R. Then (c0d0, c0d1, c1d0, c1d1) is a complete orthogonal system
of idempotents, giving rise to a direct product decomposition R =

∏
i, j Ri j for

Ri j := cid jR as well as DR =
∏

i, j Di j for Di j := DRi j . The product of (c0, c1),
(d0, d1) in Aut(DR) is an automorphism of DR that is the identity on D00 × D11

and conjugation on D01 × D10. That is, the product in Aut(DR) corresponds to
the complete orthogonal system of idempotents (c0d0 + c1d1, c0d1 + c1d0).

We describe the product in (Z/2)(R), which is a k-algebra homomorphism
k × k → R, by evaluating it on an element (x0, x1) ∈ k × k. Put ∆ for the co-
multiplication homomorphism defined in 24.20, ϕi for the map k×k → k that is
projection on factor i = 0, 1, and 1i for the identity element of the i-th factor of
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k× k. Then the product of (c0, c1), (d0, d1) computing in (Z/2)(R) maps (x0, x1)
to (

(c0ϕ0 + c1ϕ1) ⊗ (d0ϕ0 + d1ϕ1)
)
∆(x0, x1)

= (
∑
i, j

cid jϕi ⊗ ϕ j)
(
x0(10 ⊗ 10 + 11 ⊗ 11) + x1(10 ⊗ 11 + 11 ⊗ 10)

)
= x0(c0d0 + c1d1) + x1(c0d1 + c1d0),

confirming that the two products agree.

24.30 For each i and χ ∈ M∗i , there is a polynomial function fi,χ on GL(M)
defined by

fi,χ(g) = χ(ρi(g)mi − mi).

Since Mi is finitely generated projective, fi,χ(g) = 0 for all χ if and only if
ρi(g)mi − mi = 0. That is, for F := ∪i∈I ∪χi∈M∗i fi,χ, we have

H(R) = {g ∈ GL(M)(R) | f (g) = 0 for all f ∈ F }.

Solutions for Section 25

25.30 (a) Let R′ be a finitely presented R-algebra. Then there are presentations

0 // I // k[S]
π
// R // 0 , (s1)

0 // J // R[T]
ρ
// R′ // 0 (s2)

of R over k, R′ over R, respectively, with chains S = (s1, . . . , sm), T = (t1, . . . , tn)
of independent variables and finitely generated ideals I ⊆ k[S], J ⊆ k[T]. Ex-
tending (s1) from k to k[T], we conclude that the sequence

0 // I ⊗ k[T] // k[S,T] = k[S] ⊗ k[T]
πk[T]
// R ⊗ k[T] = R[T] // 0

(s3)

is exact, whence

φ := ρ ◦ πk[T] : k[S,T] −→ R′ (s4)

is a surjective morphism in k-alg which by (s2) satisfies

Ker(φ) = π−1
k[T]

(
Ker(ρ)

)
= π−1

k[T](J). (s5)
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Now pick g1, . . . , gr ∈ R[T] such that J =
∑r

j=1 R[T]g j and use (s3) to find a
lift h j of g j in k[S,T] under πk[T]: πk[T](h j) = g j for 1 ≤ j ≤ r. By (s3)–(s5),
this is easily seen to imply

Ker(φ) = I ⊗ k[T] +
r∑

j=1

k[S,T]h j.

But I ⊗ k[T] is a finite k[T]-module, forcing Ker(φ) ⊆ k[S,T] to be a finitely
generated ideal. Hence R′ is finitely presented as a k-algebra.

(b) By (a), we may assume R = k. Since the k-algebra E := k[t]/( f t − 1) is
clearly finitely presented, it suffices to show that k f and E are canonically iso-
morphic. Note first that the natural projection π : k[t]→ E makes f invertible:
π( f ) ∈ E× with inverse π(t). Hence the unit homomorphism k → E extends to
a homomorphism φ : k f → E such that φ(1/ f ) = π(t). On the other hand, the
k-homomorphism k[t] → k f sending t to 1/ f kills f t − 1 and hence induces
a k-homomorphism ψ : E → k f . One checks that φ and ψ are inverse to one
another, and the assertion follows.

25.31 (a) Let π : k[T] → R be a surjective morphism in k-alg, giving rise to a
presentation

0 // I // k[T]
φ◦π
// R′ // 0

of R′ as a k-algebra. By Prop. 25.16, therefore, I ⊆ k[T] is a finitely generated
ideal. But I = π−1(Ker(φ)), and we conclude that Ker(φ) = π(I) ⊆ R is a finitely
generated ideal.

(b) Let

0 // I // k[T]
π
// R // 0 (s1)

be a finite presentation of R. Setting J := Ker(φ), this induces a presentation

0 // π−1(J) // k[T]
φ◦π
// R′ // 0 (s2)

of R′. Apply (s1) and let π( fi), fi ∈ k[T], 1 ≤ i ≤ m, be finitely many generators
of J as an ideal in R. Then one checks that

π−1(J) = I +
m∑

i=1

k[T] fi,

so (s2) makes R′ a finitely presented k-algebra.

25.32 By 24.21, k[Ma] � S (M∗) is the symmetric algebra of M∗, the dual of
M. Since M∗ is a finitely generated projective k-module as well, it suffices to
show: if M is a finitely generated projective k-module, then S (M) is a finitely
presented k-algebra.
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Applying Exc. 9.31, we find a complete orthogonal system (εi)i∈N of idem-
potents in k such that Mi = M ⊗ ki for each i ∈ N is a finitely generated
projective module of rank i over ki := kεi. Note that εi = 0, hence ki = {0}
and Mi = {0}, for almost all i ∈ N. Since passing to the symmetric algebra of a
module is compatible with base change [5, III.6, Prop. 7], we conclude

S (M) =
∏
i∈N

S (Mi)

as k-algebras. We are thus reduced to the case that M is finitely generated
projective of rank r ∈ N over k. But then 25.5 (ii) produces a faithfully flat
k-algebra k′ making Mk′ a free k′-module of rank r. Since S (M)k′ = S (Mk′ ),
therefore being a polynomial ring in r variables [5, III.6], hence finitely pre-
sented over k′, so is S (M) over k, by Cor. 25.17.

25.33 It is straightforward to verify that w̃ is a subfunctor of Ma. In order to
derive the second part of the exercise, let us assume that M is finitely generated
projective. For u∗ ∈ M∗, the set maps

fu∗ (R) : MR −→ R, x 7−→ ⟨u∗R, x − wR⟩,

vary functorially with R ∈ k-alg and hence define an element fu∗ ∈ k[Ma].
Since M∗ is finitely generated projective as well, and the canonical pairing
M∗ ×M → k is regular, we conclude that x ∈ MR agrees with wR if and only if
fu∗ (R)(x) = 0 for all u∗ ∈ M∗. By Exercises 25.31, 25.32 (b), therefore, w̃ ⊆ Ma

is a finitely presented closed affine subscheme.

25.34 By definition of non-singularity (11.11), we have to prove that the quad-
ratic form qK : MK → K over K is non-degenerate, for any field K ∈ k-alg.
By Exc. 9.26 there is a field L ∈ R-alg containing K such that the maps
k → K → L and k → R → L agree. Since qR is non-singular, the quad-
ratic form (qK)L � qL � (qR)L over L is non-degenerate. Hence so is qK over
K.

25.35 (a) For i = 0, 1, T ∈ S -alg and all k-modules P, we have the natural
identifications

(PS )T = PT = PTi = (PR)Ti

via (9.4.1), so giT is a set map from (MS )T to (NS )T , as claimed. It remains
to show that these set maps vary functorially with T . In order to see this, we
regard the identity map of T as an isomorphism T → Ti, t 7→ ti, of k-algebras.
Given a morphism φ : T → T ′ in S -alg, we therefore obtain a morphism
φi : Ti → T ′i in R-alg by defining φi(ti) := φ(t)i for all t ∈ T . One checks



138 Solutions for Chapter IV

that 1MR ⊗R φi = 1MS ⊗S φ, and it follows that the diagram

(MS )T giT
//

1MS ⊗S φ

��

(NS )T

1NS ⊗S φ

��
(MS )T ′ giT ′

// (NS )T ′

commutes. Hence gi : MS → NS is a polynomial law over S .

(b) If f : M → N is a polynomial law over k such that f ⊗R = g, then for all
T ∈ S -alg we deduce that giT = gTi = ( f ⊗R)Ti = fTi = fT is independent of i =
0, 1. Thus g0 = g2. Conversely, assume g0 = g1 =: h. We first prove uniqueness
of f and let k′ ∈ k-alg. One checks that the outer squares in (3) commute.
Hence so does the inner one since gRk′ = fRk′ by hypothesis. Moreover, the
vertical arrows in (3) are injective by Prop. 25.4, proving uniqueness of the set
maps fk′ , hence of f as a polynomial law over k.

In order to prove existence, let k′ ∈ k-alg. To simplify notation, we indicate
the base change from k to k′ simply by a dash, for example M′ = Mk′ , R′ =
R⊗k′, S ′ = S ⊗k′ = R′⊗k′ R′. Furthermore, the notational conventions fixed in
(a) on the level of R and S will now be employed for R′ and S ′. In particular,
the very definition of the R′-algebras S ′i (i = 0, 1) yield morphisms

σR′
i : R′ −→ S ′i , r′ 7−→ σR′

i (r′) := di
R′ (r

′)i

in R′-alg ⊆ R-alg. Now we consider the following diagram.

0

��

0

��
M′

∃! fk′ //

canM′ ,R′

��

N′

canN′ ,R′

��
M′R′ 1

//

ρR′ ,M′
i

��

(MR)R′ gR′
//

1MR⊗Rσ
R′
i

��

(NR)R′ 1
//

1NR⊗Rσ
R′
i

��

N′R′

ρR′ ,N′
i

��
M′S ′ 1

// (MR)S ′i hS ′=gS ′i

// (NR)S ′i 1
// N′S ′ ,

(s1)

whose inner lower square commutes by the definition of polynomial laws,
while the outer lower ones do thanks, e.g., to the following computation, for
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all x ∈ M, r ∈ R, α′, β′ ∈ k′:

ρR′,M′

1
(
(x ⊗ α′) ⊗k′ (r ⊗ β′)

)
= (x ⊗ α′) ⊗k′

(
(r ⊗ β′) ⊗k′ (1R ⊗ 1k′ )

)
= (x ⊗ α′) ⊗k′

(
(r ⊗ 1R) ⊗ β′

)
= x ⊗

(
(r ⊗ 1R) ⊗ α′β′

)
= x ⊗

(
(r ⊗ 1R) ⊗ α′β′

)
1

= (x ⊗ 1R) ⊗R
(
(r ⊗ 1R) ⊗ α′β′

)
1

= (x ⊗ 1R) ⊗R
(
(r ⊗ α′β′) ⊗k′ (1R ⊗ 1k′ )

)
1

= (x ⊗ 1R) ⊗R σ
R′
1 (r ⊗ α′β′)

= (1MR ⊗R σ
R′
1 )

(
(x ⊗ 1R) ⊗R (r ⊗ α′β′)

)
= (1MR ⊗R σ

R′
1 )

(
x ⊗

(
α′(r ⊗ β′)

))
= (1MR ⊗R σ

R′
1 )

(
(x ⊗ α′) ⊗k′ (r ⊗ β′)

)
.

The universal property (25.6) of the equalizer canN′,R′ of ρR′,N′

1 , ρR′,N′

0
(Prop. 25.7), applied to the map u := gR′ ◦ canM′,R′ : M′ → N′R′ , by (s1) implies
that there exists a unique set map fk′ : M′ → N′ making (s1) totally commuta-
tive. In other words, we have a commutative diagram

M′
fk′

//

canM′ ,R′

��

N′

canN′ ,R′

��
M′R′ = (MR)R′ gR′

// (NR)R′ = N′R′ .

(s2)

Next we show that fk′ depends functorially on k′, so let φ : k′ → k′′ be a
morphism in k-alg. Indicating the base change from k to k′′ by a double dash,
we see that

φR := 1R ⊗ φ : R′ −→ R′′ (s3)

is a morphism in R-alg, and one checks that the diagram

M′
1M⊗φ

//

canM′ ,R′

��

M′′

canM′′ ,R′′

��
M′R′ = (MR)R′ 1MR⊗RφR

// (MR)R′′ = M′′R′′

(s4)
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commutes. Now consider the cube

M′
fk′ //

canM′ ,R′

��

1M⊗φ

((

N′

canN′ ,R′

��

1N⊗φ

((
M′′

fk′′
//

canM′′ ,R′′

��

N′′

canN′′ ,R′′

��

M′R′ = (MR)R′ gR′
//

1MR⊗RφR ((

(NR)R′ = N′R′

1NR⊗RφR ''
M′′R′′ = (MR)R′′ gR′′

// (NR)R′′ = N′′R′′ ,

where by (s2)–(s4) all rectangles commute, with the possible exception of
the top one. By diagram chasing, therefore, so does the top one after being
composed with canN′′,R′′ . But R′′ is faithfully flat over k′′, forcing canN′′,R′′ by
Prop. 25.4 to be injective, and we have proved that the top rectangle commutes
as well. Summing up, f : M → N is a polynomial law over k. Hence the solu-
tion of the problem will be complete once we have shown f ⊗ R = g. In order
to see this, let k′ ∈ R-alg and ρ : R → k′ the corresponding unit morphism
in k-alg. With the notational simplifications introduced before, we obtain an
induced morphism ρ′ : R′ → k′ given by

ρ′(r ⊗ α′) = ρ(r)α′ = rα′

for r ∈ R, α′ ∈ k′. In particular, ρ′ is a morphism in R-alg, and we obtain a
diagram

M′
fk′

//

canM′ ,R′

��
1

$$

N′

canN′ ,R′

��
1

zz

M′R′ = (MR)R′ gR′
//

1MR⊗R ρ
′

��

(NR)R′ = N′R′

1NR⊗R ρ
′

��
M′ = (MR)k′ gk′

// (NR)k′ = N′,

where the outer triangles are easily seen to be commutative. Hence fk′ = gk′ ,
as desired.

25.36 In the special case where M and N are free, this holds by Cor. 12.12.
If M and N have constant rank, then there is a faithfully flat R ∈ k-alg such
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that MR and NR are free R-modules. Then we have a commutative diagram

S d(M∗) ⊗ N ⊗ R //

��

Pold(M,N) ⊗ R

��
S d(M∗R) ⊗ NR // Pold(MR,NR)

where the left arrow is trivially an isomorphism, the bottom arrow is an iso-
morphism by the free case, and the right arrow is an isomorphism by 25.5 (iii),
so the top arrow is also an isomorphism. Since Φ becomes an isomorphism
after tensoring with the faithfully flat R, it is itself an isomorphism.

If M and N do not have constant rank, then there is an n such that k =∏n
i=1 ki, M =

∏n
i=1 Mi, and N =

∏n
i=1 Ni such that each Mi and Ni is a finitely

generated projective ki-module of constant rank. Then S d(M∗) ⊗ N is natu-
rally isomorphic to

∏n
i=1(S d(M∗i ) ⊗ Ni) and similarly for Pold(M,N), and the

conclusion follows from the previous case.

25.37 We systematically adhere to the notation and terminology of Exc. 25.35.
(a) Let e be the unit element of CR and write g := ẽ : CR → CR for the

constant polynomial law over R determined by e, as defined in Exc. 12.32. For
T ∈ S -alg and i = 1, 2, eTi ∈ (CR)Ti = (CS )T is the unit element of (CS )T ,
and we conclude eT1 = eT2 . Thus g1 = g2 as polynomial laws CS → CS over
S . Applying Exc. 25.35, we find a unique polynomial law f : C → C over k
such that f ⊗ R = g. Put e0 := fk(0) ∈ C. Since the vertical arrows in (3) are
injective, we conclude not only e0R = e but also that C is unital with 1C = e0.

(b) Let n : CR → R be a quadratic form over R making CR a conic R-algebra.
For T ∈ S -alg and i = 1, 2, there are two quadratic forms over T making
(CS )T = (CR)Ti a conic T -algebra, namely, nTi . Hence Prop. 16.16 implies
nT1 = nT2 . Viewing n as a homogeneous polynomial law g : CR → R of degree
2 over R, we have g1 = nT1 = nT2 = g2. Thus Exc. 25.35 yields a unique
polynomial law f : C → k over k such that f ⊗ R = g. Hence the set map
n0 := fk : C → k is a quadratic form over k, and from (3) we deduce as before
that C is a conic k-algebra with norm n0 whose base change to R is CR as a
conic R-algebra with norm n.

25.38 (a): If M is a finitely generated free module, say of rank d, then the char-
acteristic polynomial as in 12.3 does not depend on the choice of isomorphism
M

∼
−→ kd, equivalently Endk(M)

∼
−→ Matd(k), and so defines a polynomial law

on Endk(M) in that case determined by d. If M is merely assumed to have con-
stant rank d, then there is a faithfully flat R ∈ k-alg so that M ⊗ R is free of
rank d, and we apply faithfully flat descent as in Exercises 25.35 and 25.37 to
obtain a characteristic polynomial over k. Finally, if M does not have constant
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rank, we may write k =
∏d

i=1 ki where Mi := M ⊗ ki is projective of constant
rank for each i, and we define the characteristic polynomial of x ∈ Endk(M) in
k[t] to be ( f1, . . . , fd), where fi ∈ ki[t] is the characteristic polynomial of x⊗ ki.

(b): For (i), note that (x, y) 7→ det(xy) − (det x)(det y) is a polynomial law
Endk(M) × Endk(M)→ k that is zero if M is free. Note that this implies that x
invertible implies det x invertible in k.

For (ii), evaluating the characteristic polynomial of x at x defines a polyno-
mial law Endk(M)→ Endk(M) that is zero whenever M is free.

For (iii), we reduce to the case where M has constant rank d. The character-
istic polynomial of x is td − α1td−1 + · · · + (−1)dαd, with αd := det x. Define
x♯ := (−1)d+1(xd−1 − α1xd−2 + · · · + (−1)d−1αd−1). (The element x♯ is known as
the classical adjoint of x.) Then xx♯ = (−1)d+1(xd−α1xd−1+ · · · (−1)d−1αd−1x),
which is almost the characteristic polynomial of x evaluated at x. Applying (ii),
we find:

xx♯ = (−1)d+1(0 − (−1)dαd) = αd1Endk(M).

Therefore, if αd is invertible, we have x−1 = x♯α−1
d , proving (iii).

25.39 First of all, assume X1, X2 are both smooth over k. Then k[X1] is finitely
presented over k. But the property of a k-algebra in k-alg to be finitely pre-
sented is stable under base change (25.14), forcing k[X1×X2] � k[X1]⊗ k[X2]
(24.13) to be finitely presented over k[X2]. On the other hand, k[X2] is finitely
presented over k as well, and we deduce from Exc. 25.30 (a) that k[X1 ×X2] is
finitely presented over k. Now let R ∈ k-alg and suppose I ⊆ R is an ideal that
squares to zero. Since the set maps Xi(R)→ Xi(R/I) are surjective for i = 1, 2
by definition, so is their product

(X1 × X2)(R) = X1(R) × X2(R) −→ X1(R/I) × X2(R/I) = (X1 × X2)(R/I).
(s1)

Thus X1 × X2 is smooth. Conversely, let this be so and assume that X1 is
finitely presented over k as well as X2(k) , ∅. Pick x2 ∈ X2(k) and write x′2 for
its canonical image in X2(R/I). Given any x′1 ∈ X1(R/I), the surjectivity of (s1)
yields a pre-image (x1, x2) ∈ (X1×X2)(R) of (x′1, x

′
2) ∈ (X1×X2)(R/I), forcing

x1 to be a pre-image of x′1 in X1(R). Thus the natural map X1(R)→ X1(R/I) is
surjective, and X1 is smooth.

25.40 R is evidently finitely presented. Since it is free with basis 1k, t, . . . , td−1,
it is flat.

In case k is a field, R is étale if and only if the polynomial td − x has d
distinct roots in an algebraic closure k̄ of k. The roots of this polynomial are in
any case d-th roots of x. The derivative of this polynomial is dxd−1. If d and x
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are both nonzero in k, then the derivative only has zero as a root, which is not
a root of the polynomial, so it is separable. Conversely, if d is divisible by the
characteristic p of k, then td − x = (td/p − y)p for a p-th root y of x in k̄. And
if x = 0 in k, then td − x = td. In either case, R is not a direct product of finite
separable extensions of k.

For general k, d and x are invertible in k if and only if they are not contained
in any maximal ideal m of k, if and only if they have non-zero image in k(m).
This holds if and only if — by the case for fields from the preceding paragraph
— R ⊗ k(m) is an étale k(m)-algebra.

25.41 (a) By 24.15, µn is a closed subscheme of A1
k , with co-ordinate alge-

bra k[t]/k[t](tn − 1). But in actual fact, µn is also a closed subgroup func-
tor, and hence a closed k-group subscheme, of Gm, with co-ordinate algebra
k[t, t−1]/k[t, t−1](tn − 1). This proves the isomorphism in the second displayed
equation (which can also be derived quite easily directly) and completes the
proof of part (a).

(b) There are i, j ∈ Z such that il + jm = 1. For R ∈ k-alg, the assignments

x 7−→ (x jm, xil), (resp.(x, y) 7−→ xy)

define group homomorphisms µn(R)→ µl(R) × µm(R) (resp. µl(R) × µm(R)→
µn(R)) that are inverse to one another and compatible with base change. Hence
they yield an isomorphism µn � µl × µm.

(c) (i) and (iii) are equivalent by part (a) and Exc. 25.40. (i) implies (ii) by
25.21(d). (ii) implies (i) as recalled in 25.19(viii).

25.42 (a): The function

e 7→ 1E ∧ e ∧ e2 ∧ · · · ∧ ed−1 ∈ ∧dE � k

is a polynomial function E → k. It is non-zero for some e if and only if k[e] =
E [5, III.7, Thm. 2], proving that the set is Zariski-open. The fact that it is not
empty when k is infinite is standard, see for example [6, V.7, Prop. 7].

(b): Write an element e as (e1, . . . , ed) for ei ∈ k. Then k[e] = E if and only
if 1, e, . . . , ed−1 are linearly independent, i.e., if and only if the matrix

1 e1 e2
1 · · · ed−1

1
1 e2 e2

2 · · · ed−1
2

...
...

...
. . .

...

1 ed e2
d · · · ed−1

d


is invertible. The determinant of this matrix is the Vandermonde determinant,
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i< j(ei − e j), and therefore k[e] = E if and only if the ei are all distinct. Such

an e exists if and only if |k| ≥ d.

25.43 For elements a, a′ ∈ A⊗R, we write a as a finite sum a =
∑

i ai ⊗ ri with
ai ∈ A, ri ∈ R and similarly for a′. Then

aa′ =
∑

i

∑
j

aia j ⊗ rir j,

because R ⊆ Cent(A ⊗ R). In particular, since there exist a, a′ ∈ A ⊗ R with
aa′ , 0, there are ai, a′j ∈ A for some i, j such that aia′j , 0 in A.

Next suppose that I is an ideal in A. The displayed equation in the preceding
paragraph shows that I ⊗ R is an ideal in A ⊗ R, and therefore I ⊗ R = {0} or
A ⊗ R. Faithful flatness of R implies that I = {0} or A, as claimed.

25.44 See [17, p. 33, Prop. 2.5].

25.45 For each R ∈ k-alg, define a map g 7→ γg from G(R) to the group of
automorphisms of GR viewed as a GR torsor via γg(h) = gh for h ∈ G(R). (Note
that γg is indeed an automorphism of GR because it acts on the left, whereas
GR acts on itself on the right.) The map is a homomorphism because

γgg′ (h) = gg′h = γgγg′ (h)

for all g, g′ ∈ G(R). It is injective because γg = γg′ implies that g = γg(1G) =
γg′ (1G) = g′.

To see that it is surjective, let η be an automorphism of GR as a GR-torsor.
Then for h ∈ G(R), we have

η(h) = η(1Gh) = η(1G)h = γη(1G)(h),

i.e., η = γη(1G).

25.46 (i): Certainly, permuting the coordinates of elements of EΓ according to
a permutation of Γ does provide a k-algebra automorphism of Γ, so the group
of permutations is a subgroup of Autk-alg(EΓ).

Conversely, since k is connected, every idempotent in EΓ has a 0 or 1 in each
coordinate. It follows that the collection of elements {1γ | γ ∈ Γ} from Example
24.20 is the unique maximal complete system of orthogonal idempotents. That
is, every k-algebra automorphism of EΓ permutes this set. Given a k-algebra
automorphism f of EΓ, we may modify it by a permutation of Γ as in the
preceding paragraph and so assume that f fixes each 1γ. As f is k-linear, it
follows that f is the identity on each copy of k in the product for EΓ, verifying
the claim.
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(ii): We abbreviate EΓ to E. Note that Aut(E) is a k-group scheme by Ex-
ample 24.25. Put G for the constant group scheme corresponding to the per-
mutation group on the set Γ. There is a morphism G → Aut(E) such that
G(R) → Aut(E)(R) is injective for every R ∈ k-alg, constructed in the same
way as the injection in the case |Γ| = 2 in Exc. 24.29. Our aim is to show
that this injection is an isomorphism of group schemes, which we do following
Exc. 19.33.

Identify Γ with {1, . . . , n} and write ei for the i-th standard basis vector of kn.
An element A ∈ Aut(E) = Aut(E)(k) is an element of GLn(k) that preserves
the coordinate-wise multiplication on kn, which we denote by ∗. For each i, we
have (Aei)∗ (Aei) = A(ei ∗ei) = Aei, i.e., every entry of A is an idempotent in k.
For i , j, we have 0 = ei ∗ e j = (Aei)∗ (Ae j), so AriAr j = 0 for all r. That is, for
each row of A, the entries form a complete orthogonal system of idempotents
in k.

Given any two complete orthogonal systems of idempotents, the collec-
tion of products (one from each set) forms a new complete orthogonal sys-
tem of idempotents. Therefore, the collection of elements {A1i1 A2i2 · · · Anin |

i1, . . . , in ∈ {1, . . . n}} is a complete orthogonal system of idempotents. Let
f1, . . . , fN be the nonzero elements. Then k �

∏N
i=1 k fi and we can view A

as an N-tuple of matrices with entries in k f1, . . . , k fN .
Focus on one of these N matrices. Its entries are 0 or 1. Since each row is

a complete orthogonal system of idempotents, it has at most one 1. Since A is
invertible, each row has at least one 1. In summary, each row has exactly one
1 and since A is invertible it must be a monomial matrix.

In this way, we have recovered the n arbitrary version of the n = 2 result con-
tained in Exc. 19.33(b), which shows that surjectivity of G(R) → Aut(E)(R)
as desired.

25.47 (i): Since E is finitely presented and flat over k, so is ER over R. For
each q ∈ Spec(R), put p := q ∩ k, so R(q) is a field containing k(p). Now

ER ⊗R R(q) � E ⊗k R(q) � (E ⊗ k(p)) ⊗k(p) R(q),

where E ⊗ k(p) is an étale algebra over the field k(p). The property of being an
étale algebra over a field is stable under enlarging the field [6, V.6, Cor. 2], i.e.,
the tensor product on the right is an étale R(q)-algebra, completing the proof
of the claim.

(ii): The “only if” direction is trivial by taking R = k, so we prove “if”.
Suppose R ∈ k-alg is faithfully flat and ER is étale. Because ER is finitely
presented and projective over R, the same is true for E over k by Cor. 25.17
and 25.5.
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For each p ∈ Spec(k), Exc. 9.26 provides a field L ∈ R-alg containing k(p).
By hypothesis, (Ek(p))L = EL is a finite direct product of separable field ex-
tensions of L, so it is a separable algebra. It follows by [6, V.15, Prop. 3d] that
Ek(p) is a separable k(p)-algebra of finite rank, and so is a finite product of finite
separable extensions of k(p) by ibid., V.6, Thm. 4, proving that E is étale.

Solutions for Section 26

26.12 By Exc. 25.32, the k-functor M2n
a = (M2n)a of Example 24.21 is a

finitely presented k-scheme. Hence so is X := Hyp(Q), defined as a closed
subfunctor of M2n

a by finitely many equations (cf. (1) and Exc. 25.31 (b)).
After an appropriate base change, it therefore remains to show that the natural
set map X(k) → X(k̄) is surjective, where k̄ := k/I and I ⊆ k is an ideal
satisfying I2 = {0}. Note that 9.3 and Cor. 11.5 imply M̄ := Mk̄ = M/IM,
and the quadratic form q̄ := qk̄ : M̄ → k̄ over k̄ is given by q̄(x̄) = q(x) for
all x ∈ M, where α 7→ ᾱ (resp. x 7→ x̄) stand for the natural maps k → k̄
(resp. M → M̄). We first note that a hyperbolic basis is indeed a basis of the
underlying module and must show that any hyperbolic basis of Q̄ := (M̄, q̄)
can be lifted to one of Q, so let (w′i)1≤i≤2n be a hyperbolic basis of Q̄. We argue
by induction on n. While the case n = 0 is trivial, the case n = 1 amounts to
showing that a hyperbolic pair (u′, v′) of Q̄ in the sense of 11.17 can be lifted
to a hyperbolic pair of Q. To this end, we pick any elements a, b ∈ M such that
ā = u′, b̄ = v′. Then q(a), q(b) ∈ I, q(a, b) ∈ 1 + I ⊆ k×, and since I squares to
zero, one checks that

u := a − q(a, b)−1q(a)b, v := −q(a, b)−2q(b)a + q(a, b)−1b

form a hyperbolic pair of Q lifting (u′, v′). Now assume n > 1. By what we
have just seen, the hyperbolic pair (w′n,w

′
2n) of Q̄ can be lifted to a hyperbolic

pair (wn,w2n) of Q. Put V := kwn ⊕ kw2n and M0 := V⊥ (relative to Dq). Then
Lemma 11.10 implies M = M0 ⊥ V , and Q0 := (M0, q|M0 ) is a quadratic space
of rank 2(n − 1) over k. Moreover, Q̄0 = (M̄0, q̄|M̄0

) contains (w′i)1≤i≤2(n−1) as a
hyperbolic basis, which, by the induction hypothesis, can be lifted to a hyper-
bolic basis (wi)1≤i≤2(n−1) of Q0. Hence (wi)1≤i≤2n is the desired lift of (w′i)1≤i≤2n.

(b) We proceed in several steps.

1◦. For the time being, we dispense ourselves from the quadratic space Q of
(a) and consider instead arbitrary quadratic modules Q = (M, q), Q′ = (M′, q′)
over k. By an isometry from Q to Q′ we mean a k-linear bijection η : M → M′
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satisfying q′ ◦ η = q. We define the set

Isom(Q,Q′) := {η | η : Q→ Q′ is an isometry},

which in general will be empty but gives rise to a k-functor

Isomk(Q,Q′) := Isom(Q,Q′) : k-alg→ set

by defining

Isom(Q,Q′)(R) := IsomR(QR,Q′R) (s1)

for all R ∈ k-alg and by

Isom(Q,Q′)(φ) : Isom(Q,Q′)(R) −→ Isom(Q,Q′)(S ), (s2)

IsomR(QR,Q′R) ∋ η 7−→ ηS ∈ IsomS (QS ,Q′S )

for all morphisms φ : R → S in k-alg. The k-group functor O(Q) of Exam-
ple 24.26 acts canonically in a simply transitive manner on Isom(Q,Q′) from
the right via

IsomR(QR,Q′R) × O(QR) −→ IsomR(QR,Q′R), (η, ζ) 7−→ η ◦ ζ

for all R ∈ k-alg.

2◦. After this digression, we return to our quadratic space Q = (M, q) of rank
2n over k as considered in (a).We denote by h2n

k the split hyperbolic quadratic
space of rank 2n over k defined on k2n =

(
kn

kn

)
by the quadratic form

⟨S ⟩quad, S :=
(
0 1n

0 0

)
(s3)

in the sense of (11.7.2). The canonical basis of k2n is a hyperbolic basis for h2n
k

and obviously compatible with base change. It follows immediately from the
definitions that the assignment

η 7−→
(
η(ei)

)
1≤i≤2n (s4)

defines a bijection

Φ = Φ(k) : Isom(h2n
k ,Q)

∼
−→ Hyp(Q). (s5)

3◦. Putting X := Isom(h2n
k ,Q), the set maps

Φ(R) : X(R) −→ Hyp(Q)(R)

given by (s4), (s5) for all R ∈ k-alg are bijective and obviously compatible
with base change, hence give rise to an isomorphism

Φ : X
∼
−→ Hyp(Q)
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of k-functors. By (a), therefore, X is a smooth affine k-scheme. Moreover, X is
faithful in the sense of 25.12 since regular even-dimensional quadratic forms
over an algebraically closed field are (split) hyperbolic [10, Exc. 7.34]. Sum-
ming up, 25.25 (ii) implies that there exists a faithfully flat étale k-algebra R
satisfying X(R) , ∅. But this means that QR is split hyperbolic. Furthermore,
X is a torsor with structure group O(h2n

k ) in the étale topology, forcing

O(Q)R � O(QR) � O(h2n
k ) � XR

to be smooth over R. By 25.25 (iii), therefore O(Q) is smooth over k.
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Solutions for Section 27

27.13 (a): A+ is associative if and only if the following is zero for all x, y, z ∈ A:

4(x • (y • z) − (x • y) • z) = xzy + yzx − yxz − zxy = [x, z]y − y[x, z]

= [[x, z], y].

Since A is associative, [x, z] is central if and only if [[x, z], y] = 0 for all y ∈ A,
proving the claim.

(b): Consider first the case n = 2 and take

x =
(

0 1
0 0

)
and y =

(
0 0
1 0

)
.

Then

[x, y] =
(

1 0
0 −1

)
and [[x, y], x] = 2x , 0, so [x, y] is not central. In view of part (a), we conclude
that Mat2(k)+ is not associative.

For n > 2, we can perform the same argument, where the role of x is played
by a matrix with the 2-by-2 x in the upper left corner and zeros elsewhere,
and similarly for y. The same calculations show that [x, y] is not central and
therefore that Matn(k)+ is not associative.

Solutions for Section 28

28.20 (a) By induction on m. For m = 0, 1 there is nothing to prove. Now
let m > 1 and suppose the assertion has been established for all natural num-
bers < m. By the induction hypothesis we have xm = Uxxm−2 ∈ Monm({x}).

149
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Conversely, let x ∈ Monm({x}). Then x = Uyz, y ∈ Monn({x}), z ∈ Monp({x}),
n, p ∈ N, n > 0, 2n + p = m. By the induction hypothesis, y = xn, z = xp, and
power associativity yields x = Uxn xp = x2n+p = xm, as claimed.

(b) For any subset X ⊆ J and any homomorphism φ : J → J′ of para-
quadratic k-algebras, one makes the following observations by straightforward
induction:

(i) φ(Monm(X)) = Monm(φ(X)) for all m ∈ N.
(ii) Monm(Y) ⊆ Monmn(X) for all Y ⊆ Monn(X) and all m, n ∈ N.

If x ∈ J is nilpotent, then (i) implies that φ(x) ∈ J′ is nilpotent. Hence if
I is a nil ideal in J, then I′ and I/I′ are nil ideals in J and J/I′, respectively.
Conversely, let this be so. Writing π : J → J/I′ for the canonical epimorphism,
any x ∈ I makes π(x) ∈ I/I′ nilpotent, so by (i), Monn({x}) meets I′ for some
n ∈ N. But since I′ is nil, we conclude that some y ∈ Monn({x}) is nilpotent,
leading to a positive integer m such that 0 ∈ Monmn({x}) by (ii). Thus x is
nilpotent, forcing I to be a nil ideal. Now write n := Nil(J) for the sum of all
nil ideals in J. Given x ∈ n, there are finitely many nil ideals n1, . . . , nr ⊆ J
such that x ∈ n1 + · · · + nr. Thus we only have to show that the sum of finitely
many nil ideals in J is nil. Arguing by induction, we are actually reduced to
the case r = 2. But then the isomorphism (n1+n2)/n1 � n2/(n1∩n2) combines
with what we have proved earlier to yield the assertion.

(c) It suffices to prove that Nil(k)J ⊆ J is a nil ideal. The ideal property being
obvious, we are reduced to showing that Nil(k)J consists entirely of nilpotent
elements. An arbitrary element x ∈ Nil(k)J actually belongs to IJ, where I ⊆
Nil(k) is some finitely generated ideal in k. A straightforward induction now
shows xn ∈ InJ for all n ∈ N, and the assertion follows from the lemma in
solution to Exc. 7.13.

28.21 (a) For the first assertion, since ε(1) = 1J , we need only show ( f 2g)(x) =
U f (x)g(x) for all f , g ∈ k[t]. By linearity, we may assume g = tn for some n ∈ N
and, writing f =

∑
αiti with coefficients αi ∈ k, we obtain

f 2g = (
∑

α2
i t2i + 2

∑
i< j

αiα jti+ j)tn =
∑

α2
i t2i+n + 2

∑
i< j

αiα jti+ j+n,

hence, as J is power-associative,

( f 2g)(x) =
∑

α2
i x2i+n +

∑
i< j

αiα j2xi+ j+n =
∑

α2
i Uxi xn +

∑
i< j

αiα j{xixnx j}

=
(∑

α2
i Uxi +

∑
i< j

αiα jUxi,x j
)
xn = U∑

αi xi xn = U f (x)g(x).

Thus εx is a homomorphism of para-quadratic algebras, and we conclude that
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I ⊆ k[t](+) is an ideal. Our next aim will be to show that I0 is an ideal in k[t].
By linearity, it suffices to show for f ∈ I0 that tn f belongs to I0 for all n ∈ N.
We do so by induction on n. For n = 0 there is nothing to prove. Now assume
n > 0 and that the assertion holds for n − 1. Since εx is a homomorphism of
para-quadratic algebras, the induction hypothesis yields not only (tn f )(x) = 0,
but also (tn+1 f )(x) = (t2tn−1 f )(x) = Ux(tn−1 f )(x) = 0, and we have shown
tn f ∈ I0. Next let I0′ be any ideal of k[t] contained in I. Given f ∈ I0′ ⊆ I,
we also have t f ∈ I0′ ⊆ I, hence f (x) = (t f )(x) = 0, which show I0′ ⊆ I0,
so I0 is indeed the largest ideal of k[t] contained in I. Finally, let f ∈ I. Then
f 2(x) = U f (x)1J = 0 and (t f 2)(x) = U f (x)x = 0, hence f 2 ∈ I0. Similarly, not
only 2 f ∈ I but also (2t f )(x) = (t ◦ f )(x) = x ◦ f (x) = 0, hence 2 f ∈ I0.
The assertions about R and π making a commutative diagram as shown in the
exercise are now obvious, as is the statement that k[x] ⊆ J is a para-quadratic
subalgebra. The assertion about Ker(π) = I/I(0) follows immediately from the
fact that f 2 and 2 f belong to I(0) for all f ∈ I. This completes the solution to
(a).

(b) Write f = αntn + h ∈ In with αn ∈ k and h ∈ tn+2k[t]. Since 2 = 0 in k
and n ≥ 2, we have f 2 = α2

nt2n + h2 ∈ tn+2k[t], which is an ideal in k[t]. Thus
U f g = f 2g ∈ tn+2k[t] ⊆ In for all g ∈ k[t]. Conversely, let g =

∑
βiti ∈ k[t]

with coefficients β j ∈ k for j ∈ N. Then Ug f = g2 f ≡ αnβ
2
0tn mod tn+2k[t] and

hence Ug f ∈ In. Since {g1g2 f } = 2 f g1g2 = 0 ∈ In, it follows that In is an ideal
in k[t](+). But it is not an ideal in k[t] since tn belongs to In but ttn = tn+1 does
not. And finally, if Jn � A(+) for some unital flexible k-algebra A, then xn = 0
would imply the contradiction xn+1 = 0 since powers in A and A(+) coincide.

28.22 (a) In the para-quadratic k-algebra k[t](+) we have U f gh = ( f g)2h =
f 2g2h = U f Ugh for all f , g, h ∈ k[t], hence

U f g = U f Ug ( f , g ∈ k[t]). (s1)

Since J is power-associative, the evaluation at x (Exc. 28.21) is a homomor-
phism k[t](+) → J of para-quadratic algebras with image k[x]. Applying this
homomorphism to (s1) therefore gives (1) of the exercise, hence not only the
first equation of (2) of the exercise but also

U′U′f (x)g(x) = U′( f 2g)(x) = U′f 2(x)U
′
g(x) = U′2f (x)U

′
g(x),

U′xn = U′tn(x) = U′nt(x) = U′nx ,

and the proof of (a) is complete.
(b) The polynomial

f := αdtd + · · · + αn−1tn−1 + tn ∈ k[t]



152 Solutions for Chapter V

kills x and hence belongs to I := Ker(εx). From Exc. 28.21 (a) we therefore
conclude that

f 2 = α2
dt2d + · · · + t2n ∈ k[t]

belongs to I0, so by Exc. 28.21 (a) we have (ti f 2)(x) = 0, i.e.,

α2
d x2d+i + · · · + x2n+i = 0 (i ∈ N). (s2)

Now, setting kr[x] :=
∑

s≥r kxs for r ∈ N, we find in (kr[x])r∈N a descending
chain of submodules of k[x]. Invoking (s2), we therefore conclude that k2d[x] =
k2d+1[x] = k2(d+1)[x] is a finitely generated k-module. Thus the linear map
U′x : k2d[x]→ k2d[x], being surjective, is in fact bijective (7.11). This property
carries over to (U′x)d = U′xd : k2d[x] → k2d[x], whence there exists a unique
element v ∈ k2d[x] such that U′xd v = x2d. Here (a) implies U′x2d U′v = U′x2d ,
and we conclude that Uv is the identity on k2d[x]. With c := v2, this means
Uc = (Uv)2 = 1 on k2d[x] and c2 = v4 = Uvv2 = c, c3 = Ucc = c, so c ∈ k2d[x]
is an idempotent of the desired kind.

(c) Let x ∈ J be a pre-image of c′ under φ. Then x2 − x is nilpotent, so some
integer d > 0 has 0 = (x2−x)d = x2d−· · ·+(−1)d xd. Pick v ∈ k2d[x] as in (b) and
put c := v2. Writing ū := φ(u) for u ∈ J, we conclude Uc′ v̄ = U x̄v̄ = U x̄d v̄ =
x̄2d = c′. On the other hand, v =

∑
i≥2d αixi for some scalars αi ∈ k, i ≥ 2d, so

with α :=
∑

i≥2d αi we obtain v̄ = ᾱc′, hence c′ = Uc′ v̄ = ᾱUc′c′ = ᾱc′ = v̄.
But this implies c̄ = v̄2 = c′2 = c′, and the problem is solved.

28.23 (i) ⇒ (ii). We may assume J , {0}. Since x is nilpotent and J is
power-associative at x, some positive integer m has 0 ∈ Monm({x}) = {xm}

(by Exc. 28.20 (a)). Hence xm = 0.
(ii)⇒ (iii). Let n ∈ Z, n ≥ 2m. Then xn = Uxm xn−2m = 0.
(iii)⇒ (i). 0 = xm ∈ Monm({x}) ⊆ Mon({x}). Hence x is nilpotent.
It remains to show that

I := {x ∈ k[x] | x is nilpotent}

is an ideal in k[x]. To this end, let v,w ∈ k[x]. We claim

(Uvw)n = Uvn wn (s1)

for all n ∈ N. This is clear for n = 0, 1. Assuming n ≥ 2 and arguing induc-
tively, we use notation and results of Exc. 28.22 to obtain

(Uvw)n = (U′vw)n = U′U′vw(Uvw)n−2 = U′2v U′wU′n−2
v wn−2 = U′vn wn = Uvn wn,

and the proof of (s1) is complete. From (s1) we conclude that Uvw belongs to I
provided v or w do. Next we show that that I is additively closed, so let v,w ∈ I
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be written as v = f (x), w = g(x) for some f , g ∈ k[t]. Applying (ii) above, we
find a positive n such that vn = wn = 0. Then

(v + w)4n = ( f + g)4n(x) =
( 4n∑

i=0

(
4n
i

)
f ig4n−i

)
(x).

For 0 ≤ i ≤ 2n, we obtain

( f ig4n−i)(x) = (g2n f ig2n−i)(x) = Ugn(x)
(
( f ig2n−i)(x)

)
= Uwn

(
( f ig2n−i)(x)

)
= 0

and similarly, for 2n < i ≤ 4n,

( f ig4n−i)(x) = ( f 2n f i−2ng4n−i)(x) = U f n(x)
(
( f i−2ng4n−i)(x)

)
= Uvn

(
( f i−2ng4n−i(x)

)
= 0.

Summing up, v + w ∈ I, as desired. Finally we have to show {vwz} ∈ I for
v,w ∈ k[x] and z ∈ I. With v = f (x), w = g(x) as before and z = h(x), h ∈ k[t],
we obtain {vwz} = 2( f gh)(x), hence

{vwz}n =
(
2 f gh

)n(x) = 2n( f ngnhn)(x) = 2n−1{vnwnzn}

for all integers n > 0, from which the assertion follows.

28.24 We closely follow the arguments used in the proofs of 9.20−9.23.
(a) Since J is outer simple, Mult(J) acts irreducibly on J. Thus the assertion

follows from Schur’s lemma [15, p. 118].
(b) Since Mult(J) acts faithfully and irreducibly on J, it is a primitive Ar-

tinian k-algebra [15, Def. 4.1]. Moreover, by definition, its centralizer in Endk(J)
is Cent0(J). Thus the assertion follows from the double centralizer theorem
[15, Thm. 4.10].

(c) If J is outer central and outer simple, the assertion follows from (b).
Conversely, suppose J , {0} and Mult(J) = Endk(J). Then J is outer simple,
and (b) implies that Cent0(J) belongs to the centre of Endk(J). Hence J is outer
central.

(d) (i)⇒ (ii). Let k′ be an extension field of k and put J′ = J ⊗ k′ as a para-
quadratic k′-algebra. After identifying Endk′ (J′) = Endk(J) ⊗ k′ canonically,
a moment’s reflection shows Mult(J′) = Mult(J) ⊗ k′. Hence the assertion
follows from (c).
(ii)⇒ (iii). Obvious.
(iii) ⇒ (i). If I ⊆ J is a non-trivial outer ideal, then so is I ⊗ k̄ ⊆ J ⊗ k̄,
a contradiction. Hence J is outer simple. Since the multiplication algebra of
J behaves nicely under base field extensions, so does its centralizer. Therefore
Cent0(J)⊗k̄ agrees with the outer centroid of J⊗k̄ and hence is a finite algebraic
field extension of k̄. As such, it has degree 1, forcing Cent0(J) = k1J , and J is
outer central.
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28.25 (a) Setting c :=
∑r

i=1 ci, we have

c2 =

r∑
i=1

c2
i +

∑
i< j

ci ◦ c j =

r∑
i=1

ci = c,

c3 = Ucc =
r∑

i, j=1

Uci c j +
∑
i<l

r∑
j=1

{cic jcl} =

r∑
i=1

c3
i =

r∑
i=1

ci = c,

and we have shown that c is an idempotent in J. Hence so is cr+1 := 1J − c
(28.9) and it remains to show that (c1, . . . , cr, cr+1) is an orthogonal system of
idempotents, completeness being obvious. For 1 ≤ i, l ≤ r distinct, we compute

Uci cr+1 = Uci 1J −

r∑
j=1

Uci c j = c2
i − Uci ci = ci − c3

i = ci − ci = 0,

Ucr+1 ci = U1J−cci = ci − c ◦ ci + Ucci = ci −

r∑
m=1

cm ◦ ci +

r∑
m=1

Ucm ci +
∑
m<n

{cmcicn}

= ci − 2ci + ci = 0,

{cicicr+1} = ci ◦ ci −

r∑
m=1

{cicicm} = 2c2
i − 2Uci ci = 2c2

i − 2c3
i = 0,

{cr+1cr+1ci} = {(1J − c)(1J − c)ci} = 2ci − c ◦ ci − c ◦ ci + {ccci}

= 2ci − 2ci − 2ci +

r∑
m,n=1

{cmcnci} = −2ci + 2ci = 0,

ci ◦ cr+1 = ci ◦ 1J − ci ◦ c = 2ci − 2ci = 0,

{ciclcr+1} = ci ◦ cl −

r∑
m=1

{ciclcm} = 0.

Hence (c1, . . . , cr, cr+1) is a complete orthogonal system of idempotents in J.
(b) If (c1, . . . , cr) is a (complete) orthogonal system of idempotents in A, then

it is clearly one in J. Conversely, suppose it is a (complete) orthogonal system
of idempotents in J. Comparing (1) with (28.9.1), we see that the idempotents
ci, c j, 1 ≤ i < j ≤ r, are orthogonal in J, hence, as we have seen in 28.9, in A.
But this means that (c1, . . . , cr) is a (complete) orthogonal system of idempo-
tents in A.

Solutions for Section 29

29.17 (i)⇒ (iii). Obvious.
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(iii)⇒ (i). Since (1), (2) hold in all scalar extensions of J, by Cor. 12.11, J
is a Jordan algebra.

(i)⇒ (ii). This follows from 29.2 since the identities (3)–(6) are respectively
the same as (resp. part of) (29a.6)–(29a.9).

(ii) ⇒ (i). We will show successively that (4)–(6), (3), (2), (1) hold in JR,
for all R ∈ k-alg. In the sense of Exc. 11.35, the left (resp. right) of (4) defines
a k-3-quadratic map F (resp. G) from J3 to Endk(J), and we have F = G by
hypothesis. Thus FR = GR by Exc. 11.35, which by 28.13implies that (4) holds
in JR. For analogous reasons, (5), (6) holds in JR as well.

Proof of (3). By linearity in z, we may assume z = wR, w ∈ J. Assume first
x = uR, u ∈ J. Since both sides of (3) are quadratic in y and agree for y = vR,
v ∈ J, by hypothesis, it follows that (3) holds for all y ∈ JR. Now fix y ∈ JR

and put

M := {x ∈ JR | UxUyUx,z + Ux,zUyUx = UUxy,Ux,zy},

which is obiously closed under multiplication by scalars in R and, as we have
just seen, contains all elements uR, u ∈ J. Hence (3) will follow once we
have shown that M is closed under addition. But this is implied by (5) and a
straightforward computation.

Proof of (2). By linearity in y, we may assume y = vR, v ∈ J. Arguing as
before, it suffices to show that

M := {x ∈ JR | UxVy,x = Vx,yUx}

is closed under addition. But this is immediate, by (6) and a straightforward
computation.

Proof of (1). Since (1) is quadratic in y, it suffices to prove it for y = vR,
v ∈ J. Again we will be through once we have shown that

M := {x ∈ JR | UUxy = UxUyUx}

is additively closed. This follows from (3), (4) by a lengthy, but still straight-
forward, computation.

Since a Jordan algebra satisfies (1)–(6), so do all its subalgebras and homo-
morphic images. By what we ahve just shown, therefore, they are all Jordan
algebras.

29.18 (a) By definition it suffices to show that I is an outer ideal if UJ I ⊆ I.
Indeed, if this inclusion holds, then, for all x, y ∈ J, we have Ux,yI ⊆ I and
given z ∈ I, equations (29a.14), (29a.5) imply

{xyz} = Vx,yz = VxVyz − Ux,yz = Ux,1J Uy,1J z − Ux,yz ∈ I,
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which shows {JJI} ⊆ I and completes the proof.
(b) If c2 = c, then , then U2

c = Uc2 = Uc by (29.15.1), hence c3 = Ucc =
Ucc2 = UcUc1J = U2

c 1J = Uc1J = c2 = c. Thus c is an idempotent.
(c) Let x, y ∈ J and z ∈ Rex(J). Then (29a.14) implies Vx,z = VxVz − Ux,z =

VxUz,1J − Uz,x = 0 and, similarly, Vz,x = 0. From the fundamental formula
(29a.2) we deduce UUxz = 0 = UUz x. And, finally, applying (29a.9), we obtain

UUxz,y = Uy,Uxz = Ux,yVz,x + UxVz,y − Ux,Ux,yz = −Ux,Vx,zy = 0,

UUz x,y = Uy,Uz x = Uz,yVx,z + UzVx,y − Uz,Uz,y x = 0.

Hence UJ Rex(J)+URex(J)J ⊆ Rex(J), and we have shown by (a) that Rex(J) ⊆
J is an ideal. Now suppose that J is simple. Then J , {0} by definition, hence
U1J = 1J , 0, which implies Rex(J) = {0} by simplicity. The final statement
now follow from Thm. 28.18

29.19 Let a ∈ Cent(J). Then LaLx = LxLa = Lax for all x ∈ J. Since, therefore,
La and Lx commute, so do La and Ux = 2L2

x − Lx2 , for all x ∈ J. Moreover, this
and a2 ∈ Cent(J) imply

ULa x = 2L2
ax − L(ax)2 = 2L2

aL2
x − La2 x2 = 2L2

aL2
x − La2 Lx2 = L2

aUx,

ULa x,y = 2
(
LaxLy + LyLax − L(ax)y

)
= 2La(LxLy + LyLx − Lxy) = LaUx,y

for all x, y ∈ J, whence (28.14.1) yields La ∈ Cent(Jquad). Conversely, let
φ ∈ Cent(Jquad). By (28.14.2) we have φVx = Vxφ for x ∈ J, and from 29.3
we deduce φLx = Lxφ, hence φ(xy) = xφ(y) for all x, y ∈ J. Setting y = 1J ,
we obtain φ = La with a = φ(1J). In particular, La commutes with Lx for
all x ∈ J, whence a belongs to the centre of J. Summing up we have shown
that the injective algebra homomorphism L : Cent(J) → Endk(J) has image
Cent(Jquad), and the assertion follows.

29.20 If J = J(M, q, e), then (1) holds strictly by (29b.6), (29b.7). Conversely,
suppose (1) holds strictly. Then the second equation of (1) may be written as
Uxx = t(x)x2 − q(x)x, and linearizing we may apply (29a.13) to conclude

x2 ◦ y + Uxy = Ux,yx + Uxy = t(x)x ◦ y + t(y)x2 − q(x, y)x − q(x)y. (s1)

Applying the trace (resp. q(−, y)) to the first equation of (1), we obtain

t(x2) = t(x)2 − 2q(x), q(x2, y) = t(x)q(x, y) − q(x)t(y),

while linearizing it yields

x ◦ y = t(x)y + t(y)x − q(x, y)e.
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Hence on the one hand

x2 ◦ y + Uxy = Uxy + t(x2)y + t(y)x2 − q(x2, y)e

= Uxy +
(
t(x)2 − 2q(x)

)
y + t(x)t(y)x − q(x)t(y)e − t(x)q(x, y)e + q(x)t(y)e

= Uxy +
(
t(x)2 − 2q(x)

)
y + t(x)t(y)x − t(x)q(x, y)e,

while on the other

t(x)x ◦ y + t(y)x2 − q(x, y)x − q(x)y = t(x)2y + t(x)t(y)x − t(x)q(x, y)e

+ t(x)t(y)x − q(x)t(y)e − q(x, y)x − q(x)y

Comparing by means of (s1) and writing x 7→ x̄ for the conjugation of (M, q, e),
we obtain

Uxy = q(x)y + t(x)t(y)x − q(x)t(y)e − q(x, y)x = q(x, ȳ)x − q(x)ȳ.

Thus J and J(M, q, e) not only have the same unit element but also the same
U-operator, which implies J = J(M, q, e).

29.21 Concerning the first part, assume that x ∈ J is nilpotent. Then (29b.12)
shows that q(x) is nilpotent, while Exc. 28.23 yields a positive integer m satis-
fying xn = 0 for all integers n ≥ m. We must show that t(x) is nilpotent, and we
will do so by induction on m. For m = 1, there is nothing to prove. For m = 2,
we have x2 = 0 and conclude from (29b.13) that t(x)2 = 2q(x) is nilpotent.
Hence so is t(x). We may therefore assume m ≥ 3. Since ⌊m

2 ⌋ ≤
m
2 < ⌊m

2 ⌋ + 1
and m > 2, we deduce

⌊
m
2
⌋ + 1 ≤

m
2
+ 1 = m + 1 −

m
2
< m + 1 − 1 = m,

and if n ≥ ⌊m
2 ⌋ + 1, then 2n ≥ 2(⌊m

2 ⌋ + 1) > 2 m
2 = m. On the other hand,

(28.8.5) yields (x2)n = x2n = 0, and the induction hypothesis implies that t(x2)
is nilpotent. But then so is t(x)2 = t(x2) + 2q(x) by (29b.13), which shows
that t(x) is nilpotent and completes the induction. Summing up we have shown
that if x is nilpotent, then so are t(x) and q(x). Conversely, assume that t(x)
and q(x) are nilpotent. Then so are t(x)x and q(x)1J , which both belong to
k[x]. Since J is power-associative by Prop. 29.16, Exc. 28.23 now implies that
x2 = t(x)x− q(x)1J is nilpotent. Hence so is x, and the first part of the problem
is solved.

To establish the second part, put

N := {x ∈ M | q(x), q(x, y) ∈ Nil(k) for all y ∈ M}

and let x ∈ N, y, z ∈ M. Then (29b.12) yields q(Uxz) = q(x)2q(z) ∈ Nil(k)
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and, similarly, q(Uzx) ∈ Nil(k). Moreover, since the conjugation of J leaves q
invariant, the definition of the U-operator implies

q(Uxz + Uzx, y) = q(x, z̄)q(x, y) + q(z, x̄)q(z, y) − q(x)q(z̄, y) − q(z)q(x̄, y)

= q(x, z̄)q(x + z, y) − q(x)q(y, z̄) − q(x, ȳ)q(z) ∈ Nil(k).

Thus UN J + UJ N ⊆ N, and we have shown in view of Exc. 29.18 (a) that
N ⊆ J is an ideal which, by the first part of this problem, is nil. This proves
N ⊆ Nil(J). Conversely, let x ∈ Nil(J). Then q(x) and t(x) are nilpotent and
Nil(J) contains x◦y = t(x)y+ t(y)x−q(x, y)1J . Hence t(x)y−q(x, y)1J ∈ Nil(J),
forcing

q
(
t(x)y − q(x, y1J

)
= t(x)2q(y) − t(x)q(x, y)t(y) + q(x, y)2

to be nilpotent. Since, therefore, q(x, y)2 is nilpotent, so is q(x, y) and we have
shown x ∈ N. This shows Nil(J) ⊆ N and completes the proof.

29.22 We begin with a simple lemma, which follows immediately from (29b.7).

Lemma. Let (M, q, e) be a pointed quadratic module over any commutative
ring and J := J(M, q, e). If x ∈ J satisfies x2 = 0, then x3 = −q(x)x. □

(a) We have I2 = kt2 ⊕ kt4 ⊕ kt5 ⊕ · · · . Hence, writing x for the imagae
of t under the canonical map k[t](+) → J2, we conclude that J2 is free as a
k-module, with basis 1J2 , x, x

3. In particular, x and x3 are linearly independent.
Since x2 = 0, and by the preceding lemma, therefore, J2 cannot be isomorphic
to the Jordan algebra of a pointed quadratic form over k.

(b) Let k0 be a commutative ring and assume 2 = 0 in k0. Furthermore, let
k = k0[ε], ε2 = 0, be the k0-algebra of dual numbers. As in Exc. 17.8, we may
view k0 as a k-algebra by means of the homomorphism k → k0, α 7→ ᾱ, given
by ε̄ = 0. Now let n be a positive integer, write (e1, . . . , en) for the canonical
basis of kn over k, put M := k0 × kn as a k-module, define q : M → k by

q
(
(ᾱ,

n∑
i=1

αiei
)

:= α2 + εα2
1 +

n∑
i=2

α2
i (α, α1, . . . , αn ∈ k),

and put e := (1k0 , 0). We claim that the map q is well-defined. Indeed, if α, β ∈ k
satisfy ᾱ = β̄, then α = β + εγ, for some γ ∈ k, hence α2 = β2 + ε2γ2 = β2,
as desired. It now follows trivially that (M, q, e) is a pointed quadratic module
over k whose trace is identically zero. In particular, putting J := J(M, q, e)
and x := e1, we have t(x) = 0 and q(x) = ε, hence q(x)1J = ε(1k0 , 0) =
(ε̄, 0) = 0 = t(x)x, so (29b.6) implies x2 = 0. Now the preceding lemma yields
x3 = −q(x)x = −εe1 , 0, and we have obtained an example of the desired
kind.
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29.23 For an appropriate commutative ring k, we must find examples of R, S ∈
k-alg and a homomorphism R(+) → S (+) of Jordan algebras that is not a mor-
phism in k-alg. To this end, let F be a field of characteristic two, V a vector
space over F, a ∈ V a non-zero element, and σ : V × V → F a non-zero
alternating bilinear form having σ(a,V) = {0}. Since σ is alternating, hence
symmetric (F having characteristic two), the multiplication uv := σ(u, v)a for
u, v ∈ V makes V a commutative F-algebra. Since a belongs to radical of σ,
we also have (uv)w = 0 = u(vw) for all u, v,w ∈ V . Hence in actual fact V is a
commutative associative algebra over F, as therefore is R, the algebra arising
from V by adjoining an identity element. Also, v2 = σ(v, v)a = 0 for all v ∈ V ,
from which we easily deduce that any φ ∈ GL(R) fixing 1R and stabilizing V is
an automorphism of R(+). On the other hand, φ will never be an automorphism
of R unles a and φ(a) are linearly dependent.

29.24 Given a positive integer n and writing E := kn, the direct product of
n copies of k as a k-algebra, we will show that every k-automorphism of the
Jordan algebra E(+) is a k-automorphism of the commutative associative k-
algebra E.

We first note that orthogonal idempotents c, d in E(+) are orthogonal idem-
potents in E. Indeed, they are clearly idempotents in E, while orthogonality
in E follows from cd = c2d = cdc = Ucd = 0. Thus, complete orthogonal
systems of idempotents in E and in E(+) are the same thing.

Now let f be an automorphism of E(+) and write (e1, . . . , en) for the complete
orthogonal system of idempotents in E given by the unit vectors of kn. By the
above, ( f (e1), . . . , f (en)) is a complete orthogonal system of idempotents in E
such that E =

∑
k f (ei). Extending the relations f (eie j) = δi j f (ei) = f (ei) f (e j)

for all i, j = 1, . . . , n bilinearly to all of E now shows that f is an automorphism
of E.

29.25 If C is alternative, then (17.4.2) shows C(+) = J(C, nC , 1C). Conversely,
let this be so. For x, y ∈ C we apply (16.5.5), (16.5.10), (16.5.4) and obtain

nC(x, ȳ)x − nC(x)ȳ = xyx = (x ◦ y)x − (yx)x = tC(x)yx + tC(y)x2 − nC(x, y)x − (yx)x

= tC(x)yx +
(
tC(x)tC(y) − nC(x, y)

)
x − tC(y)nC(x)1C − (yx)x

= nC(x, ȳ)x − nC(x)ȳ − nC(x)y + (yx̄)x.

Comparing, we arrive at one of Kirmse’s identities (17.4.1), i.e., at (yx̄)x =
nC(x)y. But this means that C is right alternative. Since it is also flexible by
hypothesis, it is, in fact, alternative.

29.26 Homomorphism of pointed quadratic modules are clearly homomor-
phisms of the corresponding Jordan algebras. Hence the assignment in ques-
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tion defines a functor from k-poquainj to k-jordinj, which by its very definition
is faithful Before we can show that it is full, we need the following lemma.

Lemma. Let (M, q, e) and (M, q1, e) be pointed quadratic modules over k, with
the same underlying k-module M and the same base point e. If M is projective
and J(M, q, e) = J(M, q1, e), then q = q1.

Proof Since e ∈ M is unimodular by Lemma 11.15, the proof of Prop. 16.16
can be extended verbatim to this slightly different setting. □

Now let (M, q, e) and (M′, q′, e′) be pointed quadratic modules over k such
that M and M′ are both projective and let φ : J(M, q, e) → J(M′, q′, e′) be
an injective homomorphism of Jordan algebras over k. Setting q1 := q′ ◦ φ,
we conclude that (M, q1, e) is a pointed quadratic module over k (since φ pre-
serves identity elements) and φ : (M, q1, e) → (M′, q′, e′) is a homomorphism
of pointed quadratic modules. Hence φ : J(M, q1, e) → J(M′, q′, e′) is a ho-
momorphism of Jordan algebras. But φ was assumed to be injective. Hence
J(M, q, e) = J(M, q1, e), which by the preceding lemma implies q1 = q. Hence
φ : (M, q, e) → (M′, q′, e′) is a homomorphism of pointed quadratic modules.
Thus the functor in question is full.

29.27 We put J := J(V, q, e). Since F has characteristic not 2, we may extend
e = 1J to an orthogonal basis of V relative to q, allowing us to identify q =
⟨1, δ, δε⟩quad for some δ, ε ∈ F×. Now put

K := Cay(F,−ε) = F ⊕ F j1, B := Cay(K,−δ) = K ⊕ K j2.

as in 18.3. Then B is a quaternion algebra over F, while K ⊆ B is a quad-
ratic étale subalgebra. Let τ be the involution of B corresponding to K by
Exc. 19.39 (b). Then τ(a ⊕ b j2) = ā ⊕ b j2 for all a, b ∈ K, which implies
H(B, τ) = W := F1B⊕K j2 = F1B⊕F j2⊕F j1 j2. By Exc. 29.25 we have B(+) =

J(B, nB, 1B) and therefore H(B, τ) = J(W, nB|W , 1B). By standard properties of
the Cayley-Dickson construction, the vectors 1B, j2, j1 j2 are orthogonal rela-
tive to nB and satisfy nB(1B) = 1, nB( j2) = δ, nB( j1 j2) = nB( j1)nB( j2) = δε.
Hence the pointed quadratic modules (V, q, e) and (W,NB|W , 1B) are isometric,
forcing J and H(B, τ) as the corresponding Jordan algebras by Exc. 29.26 to
be isomorphic.

It remains to prove that (B, τ) as a quaternion algebra with involution is
unique up to isomorphism. To this end, we require a lemma.

Lemma. Let B, B′ be quaternion algebras over F and suppose W ⊆ (B, nB),
W ′ ⊆ (B′, nB′ ) are regular subspaces of co-dimension 1. If W and W′ are
isometric, then B and B′ are isomorphic.
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Proof By Lemma 11.10 we have B = W ⊥ Fu, B′ = W ′ ⊥ Fu′ for some
non-zero u ∈ B, u′ ∈ B′. Recall that the determinant of a quadratic space
like (B, nB) (resp. (B′, nB′ )) is unique up to non-zero square factors in F. As a
matter of fact, we deduce from (19.20.1) that this determinant is a square. On
the other hand, it agrees with det(W)nB(u) (resp. det(W ′)nB′ (u′)). But W and
W ′ being isometric, their determinants differ by a square factor in F. Hence so
do nB(u) and nB′ (u′). But this means that B and B′ are norm-equivalent. By the
norm equivalence theorem 23.5, therefore, they are isomorphic. □

Now let (B′, τ′) be another quaternion algebra with involution over F hav-
ing W ′ := H(B′, τ′) � J(V, q, e). By Exc. 29.26, the quadratic subspaces
W ⊆ (B, nB) and W ′ ⊆ (B′, nB′ ) are not only regular but also isometric. Our
preceding lemma therefore implies that B and B′ are isomorphic. We may
thus assume B = B′. Let (1B, j′2, j′3) be an orthogonal basis of W ′ such that
nB( j′2) = δ, nB( j′3) = δε, with δ, ε as above. Since (B, nB) has trivial determi-
nant, we conclude W ′⊥ = F j′1, nB( j′1) = ε. Then F[ j′1] � Cay(F,−ε) = K.
Now (16.5.5) implies for i = 2, 3:

0 = τ′
(
tB( j′1) j′i + tB( j′i) j′1 − nB( j′1, j′i)1B

)
= τ′( j′1 ◦ j′i) = τ

′( j′1) ◦ j′i
= tB( j′1) j′i + tB( j′i)τ

′( j′1) − nB
(
τ′( j′1), j′i

)
1B = −nB

(
τ′( j′1), j′i

)
1B.

Thus nB(τ′( j′1), j′i) = 0, and since we trivially have nB(τ′( j′1), 1B) = 0, we
deduce τ′( j′1) ∈ W ′⊥ = F j′1, Hence τ′( j′1) = ± j′1. Here τ′( j′1) = j′1 would
imply τ′ = 1B, a contradiction. Hence τ′( j′1) = − j′1. Thus Thus τ′ is the in-
volution of B corresponding to F[ j′1] � K, which implies (B, τ′) � (B, τ) by
Exc. 19.39 (b).

Solutions for Section 30

30.12 (a) x ∈ Rad(q) implies Uxy = q(x, ȳ)x − q(x)ȳ = 0 for all y ∈ J,
hence Ux = 0, and x is an absolute zero divisor of J. Conversely, let this
be so. Then (29b.10) yields q(x)2e = Ux x̄2 = 0, and applying q we conclude
q(x)4 = 0, hence q(x) = 0 since k is reduced. For any y ∈ J, we therefore obtain
0 = Uxȳ = q(x, y)x and then q(x, y)2 = q(q(x, y)x, y) = 0. Thus q(x, y) = 0, and
we have proved x ∈ Rad(q).

(b) Here k is arbitrary. Then k̄ := k/Nil(k) ∈ k-alg is reduced, and we have
a canonical identification Jk̄ = J̄ := J/Nil(k)J via 9.3, matching zk̄ for z ∈ J
with z̄, the image of z under the natural map J → J̄. Since x is an absolute
zero divisor in J, x̄ is one in J̄, so by the special case just treated we have
q̄(x̄) = q̄(x̄, ȳ) = 0 for all y ∈ J, where q̄ = qk̄ is the k̄-quadratic extension of q.
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But this means that q(x) and q(x, y) are nilpotent elements of k, for all y ∈ J,
which implies x ∈ Nil(J) by Exc. 29.21. The rest is clear, by Thm. 30.11.

30.13 If J = J(M, q, e) for some pointed quadratic module (M, q, e) over F,
then the Dickson condition clearly holds. Conversely, suppose J satisfies the
Dickson condition. Then we are forced to put M := J as a vector space over F
and e := 1J . The problem is to construct the quadratic form q : M → F. We do
so by considering the following cases.

Case 1: char(F) , 2. Then J becomes a linear Jordan algebra under the
product x · y := 1

2 x ◦ y, and by hypothesis, the quantities 1J , x, x2 are linearly
dependent over F. Hence Exc. 16.21 implies that J is a commutative conic
algebra over F, with norm q and trace t, say. Linearizing the relation x2 =

t(x)x−q(x)e and invoking (27.9.1), we conclude J = J(M, q, e) as linear Jordan
algebras, hence also as quadratic ones.

Case 2: char(F) = 2. We may clearly assume that J has dimension at least
2.

Case 2.1: dimF(J) = 2. Let e = 1J , u be a basis of J over F. Then

u2 = γu + δe (s1)

for some γ, δ ∈ F, and we define a quadratic form

q(ξ0e + ξ1u) := ξ2
0 + γξ0ξ1 + δξ

2
1 (s2)

for ξ0, ξ1 ∈ F. One checks that (M, q, e) is a pointed quadratic module over F,
with bilinearized norm, trace and conjugation respectively given by

q(ξ0e + ξ1u, η0e + η1u) = γ(ξ0η1 + ξ1η0), (s3)

t(ξ0e + ξ1u) = γξ1, (s4)

ξ0e + ξ1u = (ξ0 + γξ1)e + ξ1u (s5)

for ξi, ηi ∈ F, i = 0, 1. Moreover, since J is locally linear, we have u3 = uu2 =

γu2 + δu, hence

u3 = γδe + (γ2 + δ)u. (s6)

Using (s1)–(s6), it is now straightforward to check that the U-operators of J
and J(M, q, e) are the same. Hence J = J(M, q, e).

Case 2.2: dimF(J) ≥ 3. Choose a subspace V ⊆ M that is complementary to
Fe:

M = Fe ⊕ V. (s7)
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Since J satisfies the Dickson condition, we obtain

v2 = q(v)e + s(v), q(v) ∈ F, s(v) ∈ V (s8)

strictly for all v ∈ V such that there eists a map t : V → F satisfying t(0) = 0
and

s(v) = t(v)v, (s9)

again strictly for all v ∈ V . Here q : V → F is a quadratic form, s : V → V is a
quadratic map, and t : V → F is rational as well as homogeneous of degree 1.
We wish to show that t is linear. To this end, we may assume that F is infinite,
replace v by v + w in (s8), (s9) and collect mixed terms to obtain

v ◦ w =
(
t(v + w) − t(v)

)
v +

(
t(v + w) − t(w)

)
w − q(v,w)e. (s10)

Since F has characteristic 2, this implies

v ◦ (v ◦ w) =
(
t(v + w) − t(w)

)
v ◦ w, (s11)

v2 ◦ w = t(v)v ◦ w. (s12)

By the same token and (29a.10), we have v ◦ (v ◦ w) = v2 ◦ w, hence(
t(v + w) − t(v) − t(w)

)
v ◦ w = 0. (s13)

Now, if v ◦ w = 0 for all v,w ∈ V , then (s10) implies t(v + w) = t(v) =
t(w) provided v,w are linearly independent. By Zariski density, therefore, t is
constant, hence zero, hence linear. On the other hand, if v ◦ w , 0 for some
v,w ∈ V , Zariski density again and (s13) imply that t is linear. Thus t is linear
under all circumstances, and we have

v2 = t(v)v − q(v)e

for all v ∈ V . Extending q, t to all of M via

q(ξe + v) = ξ2 + ξt(v) + q(v), t(ξe + v) = t(v)

for ξ ∈ k, v ∈ V , one checks that x2 − t(x)x + q(x)e = 0 for all x ∈ M. But J
is strictly locally linear, forcing x3 − t(x)x2 + q(x)x = 0 strictly for all x ∈ M.
Now J = J(M, q, e) follows from Exc. 29.20.

Solutions for Section 31

31.29 (i)⇒ (ii). This implication follows from the fact that J contains invert-
ible elements (e.g., the identity).
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(ii)⇒ (iii) Let x ∈ J be unimodular. For p ∈ Spec(k), Lemma 9.17 implies
x(p) , 0, hence J(p) , {0}, and we conclude rkp(J) = dimk(p)(J(p)) > 0.

(iii)⇒ (i). For x ∈ J×, the linear map Ux : J → J is bijective (Prop. 31.2),
and hence so is Ux(p) = Ux(p). But from (iii) we deduce J(p) , {0}, which
implies x(p) , 0, and Lemma 9.17 show that x is unimodular.

31.30 (a) By the results of §§29,30, equations (2)–(8) hold for all i, j,m, n, p ∈
N. For n ∈ Z, n > 0, we combine (1) with (31.3.1) and obtain Ux−n = U(x−1)n =

Un
x−1 = (U−1

x )n = U−n
x . Hence (2) holds for all n ∈ Z.

By (2), the set of all integers m such that (3) holds for all integers n is a
subgroup of Z. Hence, in order to prove (3), we may assume m = 1. Then
we must show Uxx−n = x2−n for all n ∈ N and we do so by induction on n.
For n = 0, 1, there is nothing to prove. For n ≥ 2, assuming the validity of
the assertion for n − 2 yields Uxx−n = Ux(x−1)n = UxUx−1 (x−1)n−2 = x2−n, as
claimed. Thus (3) holds.

Turning to (4), we first assume n ∈ N and then argue by induction. For
n = 0, 1 there is nothing to prove. Now let n ≥ 2 and assume the assertion
is valid for n − 2. Then (xm)n = Uxm (xm)n−2 = Uxm xmn−2m = x2m+mn−2m =

xmn. as claimed. Next assume n < 0. The case just treated and (2), (3) yield
U(xm)−n (xm)n = (xm)−n = x−mn = Ux−mn xmn = U(xm)−n xmn, and since U(xm)−n is
bijective, the proof of (4) is complete.

Next we establish (7), where we may clearly assume i = 1. For l ∈ N such
that 2l + m, 2l + n ∈ N, we obtain, using (2), (29a.3), (3), (30.4.5),

UxUxm,xn = Ux−l UxUxl Uxm,xn Uxl Ux−l = Ux−l UxUUxl xm,Uxl xn Ux−l = Ux−l UxUx2l+m,x2l+n Ux−l

= Ux−l Ux2l+m+1,x2l+n+1 Ux−l = UUx−l x2l+m+1,Ux−l x2l+n+1 = Uxm+1,xn+1

and, similarly, Uxm,xn Ux = Uxm+1,xn+1 .Thus (7) holds.
Now we can prove (5) by letting l ∈ N satisfy 2l+m, 2l+n, 2l+ p ∈ N. Then

(7) yields

Ux3l {xmxnxp} = Ux3l Uxm,xp xn = Uxl Uxm,xp Uxl Uxl xn = UUxl xm,Uxl xp Uxl xn = {x2l+mx2l+nx2l+p}

= 2x6l+m+n+p = Ux3l (2xm+n+p).

Thus (5) holds.
Turning to (6), we use (2), (29a.4), (3), (7) and obtain

Vxm,xn Uxm+n = Vxm,xn Uxm Uxn = Uxm,Uxm xn Uxn = Uxm,x2m+n Uxn = Uxm+n,x2(m+n)

= Uxm+n,Uxm+n 1J = Vxm+n,1J Uxm+n = Vxm+n Uxm+n .

Hence (6) follows.
Finally,in order to establish (8), we let l ∈ N satisfy l+ i, l+ j, l+m, l+n ∈ N.
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Then, by (2), (7), (30.4.6), 29a.3),

Uxi,x j Uxm,xn = Ux−l Uxl Uxi,x j Uxl Uxm,xn Ux−l = Ux−l Uxl+i,xl+ j Uxl+m,xl+n Ux−l

= Ux−l

(
Ux2l+i+m,x2l+ j+n + Ux2l+i+n,x2l+ j+m

)
Ux−l

= Uxi+m,x j+n + Uxi+n,x j+m ,

as claimed.
(b) Arguing as in the solution to Exc. 28.20 (a), it follows that ε×x : k[t, t−1](+) →

J is a homomorphism of Jordan algebras forcing k[x, x−1] ⊆ J to be a subal-
gebra containing ε×x (t±1) = x±1. Writing J′ for the subalgebra of J generated
by x and x−1, we therefore have J′ ⊆ k[x, x−1]. On the other hand, it follows
immediately from the definitions that J′ contains all powers of x with integer
exponents. Since, therefore, k[x, x−1] ⊆ J′, we have equality: J′ = k[x, x−1].

(c) Arguing as in 30.3, replacing N by Z everywhere and using (7), (8), we
deduce (9). The final assertion may be proved in exactly the same manner as
Thm. 30.11.

31.31 Put x := 1J − u and y :=
∑

n≥0 un. Then, since J is power-associative,

Uxy = y − u ◦ y + Uuy =
∑
n≥0

un − 2
∑
n≥0

un+1 +
∑
n≥0

un+2

=
∑
n≥0

un − 2
∑
n≥1

un +
∑
n≥2

un = 1J − u = x,

while Thm. 30.1 yields

Uxy2 = U1J−uU∑
n≥0 un 1J = U∑

n≥0 un−
∑

n≥1 un 1J = U1J 1J = 1J ,

solving the first part of the problem. As to the second, if x is invertible in J,
then by Prop. 31.5 so is x̄ in J̄. Conversely, let this be so. Then Prop. 31.2
implies that some y ∈ J satisfies Uxy = 1J − u, where u belongs to I and hence
is nilpotent. By the first part, therefore, Uxy is invertible in J and thus so is x,
by Prop. 31.3.

31.32 (a) By (27.4.2) we have

[Lx2 , Ly] = 0 ⇐⇒ [Lx, Lxy] = 0.

(b) (i) ⇒ (ii). Let y := x−1. Then 2xy = x ◦ y = {x1J x−1} = 2 · 1J by
Exc. 31.30, (5). Hence xy = 1J . Moreover, Exc. 31.30, (8) shows 4[Lx, Ly] =
[Ux,1J ,U1 j,y] = 0, so x and y operator commute.

(ii)⇒ (iii). We have xy = 1J , and since x and y operator commute, we also
obtain x2y = y(xx) = x(yx) = x(xy) = x,



166 Solutions for Chapter V

(iii) ⇒ (i). Since x and xy = 1J operator commute, so do x2 and y, by (a).
For the same reason y2 and x operator commute. Hence

Uxy2 = 2x(y2x) − x2y2 = x2(yy) = y(x2y) = yx = 1J ,

and x is invertible in J by Prop. 31.2.
Next suppose y ∈ J satisfies (ii). Then x is invertible and Uxy = 2x(xy) −

y(xx) = 2x − x(yx) = x, hence y = U−1
x x = x−1. Similarly, if y satisfies (iii),

then Uxy = 2x(xy) − x2y = x and again y = x−1.

31.33 If x is invertible in J, then 1 = q(1J) = q(Uxx−2) = q(x)2q(x−2) by
(29b.12), so q(x) is invertible in k. Conversely, let this be so and put y :=
q(x)−1 x̄. Then (29b.10) yields Uxy = q(x)−1Ux x̄ = x. On the other hand, writ-
ing t for the trace of (M, q, e), we apply (29b.11), (29b.6) and obtain not only
q(y) = q(x)−1 but also

Uxy2 = t(y)Uxy − q(y)Ux1J = q(x)−1t(x)x − q(x)−1x2 = 1J .

Hence (31.1.1) shows that x is invertible in J with inverse y. The rest is clear.

31.34 (a) q( f ) : M → k is a quadratic form and e( f ) ∈ M satisfies q( f )(e( f )) =
q( f )q( f −1) = 1 by Exc. 31.33, (1). Hence (M, q, e)( f ) is a pointed quadratic
module over k. For x ∈ M, the definitions imply

t( f )(x) = q( f )(e( f ), x) = q( f )q
(
q( f )−1 f̄ , x

)
= q( f̄ , x),

x̄( f ) = t( f )(x)e( f ) − x = q( f )−1q( f̄ , x) f̄ − x,

hence (2) and (3). In (4), both sides live on the same k-module and have the
same identity element. Hence it suffices to show that they have the same U-
operator. Let x, y ∈ M and write Ux (resp. U′x) for the U-operator of J(M, q, e)
(resp. J((M, q, e)( f )). We first note

U f y = U f̄ ȳ = q( f̄ , y) f̄ − q( f )y (s1)

by (29b.3), (29b.5) and (29b.11). Hence (2) and (3) imply

U′xy = q( f )(x, ȳ( f ))x − q( f )(x)ȳ( f )

= q( f )q
(
x, q( f )−1q( f̄ , y) f̄ − y

)
x − q( f )q(x)

(
q( f )−1q( f̄ , y) f̄ − y

)
=

(
q( f̄ , x)q( f̄ , y) − q( f )q(x, y)

)
x − q(x)

(
q( f̄ , y) f̄ − q( f )y

)
= q

(
x, q( f̄ , y) f̄ − q( f )y

)
x − q(x)

(
q( f̄ , y) f̄ − q( f )y

)
= q

(
x,U f y

)
x − q(x)U f y = UxU f y = U( f )

x y,

hence (4).
(b) From (a) we conclude that g ∈ M is invertible in (M, q, e)( f ) iff k× ∋

q( f )(g) = q( f )q(g) iff q(g) ∈ k× iff g is invertible in (M, q, e). In this case,
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((e( f ))(g) = g(−1, f ) (by (a)) = U f −1 g−1 (by Thm. 31.10 (a)) = (U f g)−1 (by
(31.3.2))= e(U f g) and (q( f ))(g)(x) = q( f )(g)q( f )(x) = q( f )2q(g)q(x) = q(U f g)q(x)
(by (29b.12)) = q(U f g)(x) for all x ∈ M. This proves (b).

(c) η ∈ Str(J) is an isomorphism η : J
∼
→ J(p), J(p) = J(M, e(p), q(p)) by (a),

p := η(1J) ∈ J× (by (31.17.1)). By Exc. 29.26, therefore, η : (M, q)
∼
→ (M, q(p))

is an isometry of quadratic modules, which implies q ◦ η = αq, α := q(p)−1.
Conversely, let η : M → M be a linear bijection such that q ◦ η = αq, for some
α ∈ k×. Then α = q(η(e)), so η(e) is invertible in (M, q, e) and q(p) ◦ η = q, p :=
η(e)−1. Thus η : (M, q, e)→ (M, q, e)(p) is an isomorphism of pointed quadratic
modules and hence, again by Exc. 29.26, and isomorphism η : J → J(p) of
Jordan algebras. Summing up, η ∈ Str(J) and we are done.

(d) With p := e3 we have q(p) = −1 and hence q(p) = −q. The signature
of q is −1, while the signature of q(p) is 1. Since, therefore, q and q(p) are not
isometric, J and J(p) again by (a) and Exc. 29.26 are not isomorphic.

(e) The linear trace, t( f ), of J( f ) = J((M, q, e)( f )) by (a) satisfies t( f )(x) =
q( f , x̄), hence is different from zero. It follows that (M, q, e) and (M, q, e)( f ) are
not isomorphic. By Exc. 29.26, therefore, neither are J and J( f ). As an example
put M := F3 with the canonical basis e1, e2, e3, e := e1 and q := ⟨S ⟩quad, where

S =


1 0 0
0 1 1
0 0 0

 .
Then (M, q, e) is a pointed quadratic module over F and Dq = ⟨S + S T⟩, where

S + S T =


0 0 0
0 0 1
0 1 0


Thus t = q(e,−) = 0 and f := e2 satisfies q( f ) = q( f , e3) = 1. Hence all hy-
potheses of (e) are fulfilled, irrespective of whether F is or is not algebraically
closed.

31.35 Setting 1(y) := 1J(y) as in (31.8.1), we apply (31.8.2) and obtain Ux−1+y−1 Uy =

U(y)
1(y)+z, z := x−1. Here Thm. 31.10 (a) yields z(−1,y) = U−1

y (x−1)−1 == U−1
y x,

hence Uyz(−1,y) = x. Using Exc. 31.30, (9), we therefore conclude

UxUx−1+y−1 Uy = UUyz(−1,y) U(y)
1(y)+z = UyU(y)

z(−1,y) U
(y)
1(y)+z = UyU(y)

z(−1,y)+1(y) = UyUz(−1,y)+y−1 Uy

= UUyz(−1,y)+Uyy−1 = Ux+y.

31.36 We have xx−1 = LxL−1
x 1J = 1J , and the Jordan identity (27.1.2) yields

x(x2x−1) = x2(xx−1) = x2, hence x2x−1 = x since Lx is bijective. We there-
fore conclude from Exc. 31.32 that x is invertible in J with inverse x−1. Now
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(31.3.1) and (27.10.6) imply that Lx−1 = 1
2 Vx−1 = 1

2 U−1
x Vx = U−1

x Lx is bi-
jective, forcing x−1 to be linearly invertible with linear (= ordinary) inverse
(x−1)−1 = x.

Now let F be a field of characteristic not 2 and (M, q, e) a pointed quadratic
module over F. If q is anisotropic and J := J(M, q, e) has dimension at most
2, then Exc. 19.27 shows that J is a field and, in particular, a linear division
algebra. Conversely, let J be a linear division algebra. By what we have just
seen, J is a Jordan division algebra, forcing q to be anisotropic by Exc. 31.33.
Assume J has dimension n ≥ 3 and extend 1J to an orthogonal basis (e1 =

1J , e2, e3, . . . , en) of J relative to Dq. Applying (29b.9), we obtain

e2e3 =
1
2
(
q(e1, e2)e3 + q(e1, e3)e2 − q(e2, e3)e1

)
= 0.

Hence e2, though invertible, is not linearly invertible, and J cannot be a linear
division algebra. This contradiction shows n ≤ 2 and completes the proof.

31.37 (a) Let η : J → J′ be a strong homotopy, so some p ∈ J× makes
η : J(p) → J′ a homomorphism. Hence η : J → J′ is a homotopy by Prop. 31.18 (b).
Conversely, let η : J → J′ be a homotopy such that η(J×) = J′×. Then there
exists a p′ ∈ J′× such that η : J → J′(p′) is a homomorphism. By hypothesis,
we find an element p ∈ J× satisfying η(p) = p′−2, Then 31.8 (ii) and Cor. 31.11
show that

η : J(p) −→ J′(p′)(η(p)) = J′(p′)(p′−2) = J′

is a homomorphism, forcing η : J → J′ to be a strong homotopy.
(b) Let F be a field and µ ∈ F[t] be an irreducible polynomial of degree at

least 2, making K := F[t]/(µ) a finite algebraic extension field of F. We denote
by π : F[t]→ K the canonical projection and put J := F[t](+), J′ := K(+). Pick
an element p′ ∈ K \ F1K . Then p′ ∈ J′× and the linear map

η : J −→ J′, f 7−→ η( f ) := π( f )p′−1 (s1)

fits into the commutative diagram

J
η //

π

��

J′(p′)

J′.

Rp′−1
�

DD

where, by (31.13.1), the horizontal arrow is a homomorphism. Thus η : J → J′

is a homotopy. Assume that this homotopy is strong. Then there exists a p ∈ J×
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such that η : J(p) → J′ is a homomorphism. But Ex. 31.6 shows J× = F[t]× =
F×, hence p ∈ F×. By (s1), therefore,

1K = 1J′ = η(1J(p) ) = η(p−1) = p−1η(1J) = p−1 p′−1,

and we arrive at the contradiction p′ = p−11K ∈ F1K . Thus η is not a strong
homotopy.

31.38 (a) We argue by induction if n ≥ 0. For n = 0, we have to show λ(1J) =
0, which follows from (2) by setting x = y = 1J: λ(1J) = λ(U1J 1J) = 3λ(1J),
and the assertion follows. For n = 1, there is nothing to prove, and if the
formula is valid for all natural numbers < n where n ≥ 2, then (2) implies
λ(xn) = λ(Uxxn−2) = 2λ(x) + λ(xn−2) = 2λ(x) + (n − 2)λ(x) = nλ(x). If n =
−1, we obtain λ(x) = λ(Uxx−1) = 2λ(x) + λ(x−1), hence λ(x−1) = −λ(x).
And finally, for any integer n > 0, the definition (cf. Exc. 31.30 (1)) implies
λ(x−n) = λ((x−1)n) = nλ(x−1) = −nλ(x). This completes the proof.

(b) We have (vw)2 = v2w2 = Uvw2. Hence (a) implies 2λ(vw) = λ((vw)2) =
λ(Uvw2) = 2λ(v)+λ(w2) = 2(λ(v)+λ(w)), and the first part of (b) follows. The
rest is clear.

(c) is straightforward.
(d) The statement is obvious if λ is trivial, i.e., if λ(x) = 0 for all x ∈ J×.

Otherwise, (a) yields a least positive integer m ∈ Γ := λ(J×), and we have Zm ⊆
Γ. Conversely, let x ∈ J×. Then λ(x) ∈ Z can be written as λ(x) = (2i+ j)m+ l,
with i, j, l ∈ Z, j = 0, 1, 0 ≤ l < m. This implies jm + l = −(2im − λ(x)) ∈ Γ
since Γ by (2) and (a) is closed under the operation (α, β) 7→ 2α − β. If j = 0,
we conclude l ∈ Γ, hence l = 0 by the minimality of m. On the other hand, if
j = 1, we conclude m − l = (2m − (m + l)) ∈ Γ, forcing again l = 0 by the
minimality of m. In any event, λ(x) = (2i + j)m ∈ Zm, which completes the
proof.

(e) We have to verify (1)–(3) and do so by a straightforward computation:
For x, y ∈ J we obtain

λ(p)(x) = ∞ ⇐⇒ λ(p) + λ(x) = ∞ ⇐⇒ λ(x) = ∞ ⇐⇒ x = 0,

λ(p)(U(p)
x y) = λ(p) + λ(UxUpy) = λ(p) + 2λ(x) + 2λ(p) + λ(y)

= 2
(
λ(p) + λ(x)

)
+

(
λ(p) + λ(y)

)
= 2λ(p)(x) + λ(p)(y),

λ(p)(x + y) = λ(p) + λ(x + y) ≥ λ(p) +min
{
λ(x), λ(y)

}
= min

{
λ(p) + λ(x), λ(p) + λ(y)

}
= min

{
λ(p)(x), λ(p)(y)

}
,

and finally,

(λ(p))(q)(x) = λ(p)(q) + λ(p)(x) = λ(p) + λ(q) + λ(p) + λ(x) = 2λ(p) + λ(q) + λ(x)

= λ(Upq) + λ(x) = λ(Upq)(x).
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(f) There is clearly no harm in assuming x, y, z ∈ J×. Suppose first that the
assertion holds for y = 1J , so we have

λ(x ◦ z) ≥ λ(x) + λ(z) (x, z ∈ J), (s1)

and let y ∈ J× be arbitrary. Then we pass to the y-isotopes J(y) and λ(y) and
combine (31.8.5) with (s1) to conclude

λ(y) + λ({xyz}) = λ(y)(x ◦(y) z) ≥ λ(y)(x) + λ(y)(z) = 2λ(y) + λ(x) + λ(z).

Hence (4) follows. We are thus reduced to the case y = 1J and have to prove
(s1). Fixing x ∈ J× and letting z ∈ J× be arbitrary, the estimate

λ(x ◦ z) = λ(Ux,1J z) = λ(Ux+1J z − Uxz − z)

≥ min
{
2λ(x + 1J) + λ(z), 2λ(x) + λ(z), λ(z)

}
≥ min

{
2λ(x), 0

}
+ λ(z) = min

{
λ(x),−λ(x)

}
+ λ(x) + λ(z)

= λ(x) + λ(z) −max
{
λ(x),−λ(x)

}
= λ(x) + λ(z) − |λ(x)|

shows that there exists a constant κ ≥ 0, depending on x, such that

λ(x ◦ z) ≥ λ(x) + λ(z) − κ (z ∈ J×). (s2)

We now consider (29a.15) for z in place of y and apply the result to 1J . Then

(x ◦ z)2 + z ◦ Uxz = Uxz2 + Uzx2 + 2x ◦ Uzx,

which in turn may be combined with (29a.17) to yield

(x ◦ z)2 = Uxz2 + Uzx2 + x ◦ Uzx.

This and (s2) imply

2λ(x ◦ z) = λ
(
(x ◦ z)2) = λ(Uxz2 + Uzx2 + x ◦ Uzx)

≥ min
{
2
(
λ(x) + λ(z)

)
, 2

(
λ(z) + λ(x)

)
, λ

(
x ◦ Uzx

)}
≥ min

{
2
(
λ(x) + λ(z)

)
, 2

(
λ(x) + λ(z)

)
− κ

}
= 2

(
λ(x) + λ(z)

)
− κ.

Thus

λ(x ◦ z) ≥ λ(x) + λ(z) −
κ

2
(z ∈ J×),

and iterating this procedure, we end up with

λ(x ◦ z) ≥ λ(x) + λ(z) −
κ

2n (z ∈ J×, n ∈ N).

Hence, as n→ ∞, we arrive at (s1).

31.39 (a) Since J by Thm. 30.11 is locally linear, F[x] ⊆ J is a commutatuve
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associative F-algebra. Every y , 0 in F[x] is invertible in J and hence Uy : J →
J is bijective (Prop. 31.2). Thus Uy via restriction induces a linear injection
F[x] → F[x], and a dimension argument shows that Uy : F[x] → F[x] is, in
fact, bijective. Since, therefore, y ∈ F[x]×, it follows that F[x]/F is indeed a
finite algebraic field extension.

(b) For x ∈ J, the finite algebraic field extension F[x]/F has degree 1 since
F is algebraically closed. Hence J = F · 1J .

(c) For x ∈ J, the finite algebraic field extension R[x]/R has degree at
most 2. Thus 1J , x, x2 are linearly independent, and invoking Exc. 16.21, we
conclude that J (viewed as a linear Jordan algebra with bilinear product xy)
is conic. Writing q for its norm and M for its underlying real vector space,
(M, q, e), e := 1J , is a pointed quadratic module over R. Now (29b.9) and
(27.9.1) imply J = J(M, q, e). Since by Exc. 31.33, therefore, q is anisotropic,
it is either positive or negative definite. The latter alternative being excluded
since q(e) = 1 > 0, the problem is solved.

Solutions for Section 32

32.18 Let f =
∑

i≥0 αiti ∈ k[t] and suppose f (c) = 0. By Prop. 30.6, we must
show (t f )(c) = 0. With d := 1J − c and α :=

∑
i≥1 αi ∈ k we have 0 = f (c) =

α01J + αc = (α0 + α)c + α0d, and since c, d are orthogonal idempotents, we
conclude (α0 + α)c = α0d = 0, hence (t f )(c) = (

∑
i≥0 αi)c = (α0 + α)c = 0, as

desired.

32.19 Write Ji := Ji(c) for i = 0, 1, 2 and put d := 1J−c. Applying (32.2.8), we
see that Uv maps J2 to J0, hence via restriction induces a linear map φ : J2 →

J0. Write w := v−1 as w = w2 + w1 + w0, wi ∈ Ji for i = 0, 1, 2. Then (31.2.1)
and (32.2.8) again yield

v = Uvw = Uvw2 + Uvw1 + Uvw0, Uvwi ∈ J2−i (i = 0, 1, 2).

Comparing Peirce components and using bijectivity of Uv (Prop. 31.2), we
conclude w2 = w0 = 0. Thus w ∈ J1, and by (32.2.8) combined with Cor. 32.3 (b)
we have

w2 = p + q, p := Uwd ∈ J×2 , q := Uwc ∈ J×0 , (s1)

which implies

Uv p = d, Uvq = c. (s2)
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Next,writing p−1 (resp. q−1) for the inverse of p (resp. q) in J2 (resp. J0), we
claim

Uvd = p−1, Uvc = q−1. (s3)

Indeed, from (s1), (s2), Cor. 32.3 (b) and Exc. 31.30 we deduce UqUvc =
UqUv2 q = UqU(w2)−1 q = UqUp−1+q−1 q = UqUq−1 q = Uqq−1, and since Uq : J0 →

J0 is bijective, the second equation of (s3) is proved. The first one follows anal-
ogously. In particular, φ, viewed as a linear map J2 → J(q)

0 preserves units. But
it also preserves U-operators since for x, y ∈ J2 we may apply (s2) to obtain

U(q)
φ(x)φ(y) = UUv xUqUvy = UvUxUvUqUvy = UvUxUUvqy = φ(UxUcy) = φ(Uxy),

as claimed. Thus φ : J2 → J(q)
0 is a homomorphism. Interchanging the role of c

and d, we also obtain a homotopy ψ : J0 → J2 induced by Uw = U−1
v . Hence φ

is bijective with inverse ψ, and we have established the first part of the exercise.
As to the second, v2 = 1J implies w = v, and (s1) yields p = c, q = d.

Hence φ : J2 → J0 is an isomorphism. Conversely, let this be so. By what
we have just shown, 1J0 = φ(1J2 ) = q−1, forcing q = d. On the other hand,
φ−1 : J0 → J2 is an isomorphism induced by Uv−1 , and from (s1) we conclude
p = Uv−1 d = φ−1(d) = c. Now (s1) again implies first w2 = 1J and then
v2 = (w2)−1 = 1J as well.

32.20 From (32.3.1) we deduce for x ∈ J2 that Vx stabilizes J1, so the map φ
is well dfined and linear. Moreover, φ(1J2 ) = φ(c) = 1J1 by (32.2.7). Now let
x, y ∈ J2, z ∈ J1. Then (29a.14) yields

Uφ(x)φ(y)z = VxVyVxz = Ux,yVxz + Vx,yVxz,

where Ux,yVxz ∈ {J2J1J2} = {0} by (32.2.9).Applying (29a.19), we therefore
conclude

Uφ(x)φ(y)z = Vx,yVxz = VUxyz + UxVyz = VUxyz

since UxVyz ∈ UJ2 J1 = {0} by (32.2.8). Thus φ is a homomorphism of Jordan
algebras, and the first part of the problem is solved. Moreover, if J2 is simple
and J1 , {0}, then Ker(φ) ⊆ J is an ideal , J2 since φ(c) = 1J1 , 0. Thus
Ker(φ) = {0} and φ is injective.

32.21 (ii)⇒ (i). Clear.
(i)⇒ (ii). We may assume

{i, j} ∩ {l,m} , ∅ (s1)

and then consider the following cases.

Case 1: {i, j} ∩ {l,m} ∩ {n, p} = ∅. We may assume l = j by (s1), and since



Section 32 173

T is not connected, we have m , n, p but also j , n, p since we are in Case 1.
Thus T = (np, jm, i j) with {n, p} ∩ { j,m} = ∅, as in the first alternative of (ii).

Case 2: {i, j} ∩ {l,m} ∩ {n, p} , ∅. Then we may assume n = l = j, and since
T = (i j, jm, jp) is not connected, we necessarily have m , i, j, p. The first part
of the problem is thereby solved.

Now let T = (i j, jl, i j) be as in the second part of the problem. If i , l , j,
the first part of the problem shows that T is not connected. Conversely, if l = i
or l = j, then T is clearly connected and there is a unique positive integer m
having i j = {i, j} = {l,m} = lm.

32.22 Let R := k[t±1
1 , . . . , t±1

r ] be the ring of Laurent polynomials in the vari-
able t1, . . . , tr. As in the proof of Thm. 32.15 (c), we have

A ⊆ AR =
⊕

i1,...,ir∈Z

(ti1
1 · · · t

ir
r A),

Endk(A) ⊆ Endk(AR) =
⊕

i1,...,ir∈Z

(
ti1
1 · · · t

ir
r Endk(A)

)
⊆ EndR(AR).

(a) First of all, we have

1A = L1A R1A = L∑
ci R∑

c j =

r∑
i, j=1

Lci Rc j =

r∑
i, j=1

Ei j.

It remains to show that the Ei j are orthogonal projections. Since every base
change of A is flexible, we conclude

r∑
i, j=1

tit jLci Rc j = L∑
tici R∑

t jc j = R∑
t jc j L∑

tici =

r∑
i, j=1

tit jRc j Lci ,

and comparing coefficients yields

Ei j = Lci Rc j = Rc j Lci (1 ≤ i, j ≤ r). (s1)

Similarly,
r∑

i=1

t2
i Lci = L∑

t2
i ci
= L(

∑
tici)2 = L2∑

tici
= (

r∑
i=1

tiLci )
2 =

r∑
i, j=1

tit jLci Lc j

and the analogous relation for the right multiplication imply

Lci Lc j = δi jLci , Rci Rc j = δi jRci (1 ≤ i, j ≤ r). (s2)

Given i, j, l,m = 1, . . . , r, we now apply (s1), (s2) and obtain

Ei jElm = Lci Rc j Rcm Lcl = δ jmLci Rc j Lcl = δ jmLci Lcl Rc j = δilδ jmLci Rc j = δilδ jmEi j.

Hence the Ei j are orthogonal projections of A, as claimed.
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(b) Let 1 ≤ i, j ≤ r and x ∈ Ai j. For 1 ≤ l ≤ r, we apply (s2) to obtain

clx = Lcl Ei jx = Lcl Lci Rc j x = δilEi jx = δilx

and, similarly, xcl = δ jlx. Thus the left-hand side of (3) is contained in the
right. Conversely, let x ∈ A and assume clx = δilx, xcl = δ jlx for l = 1, . . . , r.
Then this holds, in particular, for l = i and l = j, which implies Ei jx = ci(xc j) =
x, hence x ∈ Ai j. This completes the proof of (b).

(c) Since tλ ∈ R× for 1 ≤ λ ≤ r, we have

w :=
r∑

λ=1

tλcλ ∈ J×R , w−1 =

r∑
λ=1

t−1
λ cλ. (s3)

For 1 ≤ i, j ≤ r, we now claim

Ai j = {x ∈ A | Lwx = tix, Rwx = t jx} = {x ∈ A | Lw−1 x = t−1
i x, Rw−1 x = t−1

j x},
(s4)

where the second equation follows from the first since Lw−1 = L−1
w , Rw−1 = R−1

w

by (13.6.2). In order to prove the first, we decompose x as x =
∑

xlm, xlm ∈ Alm

and apply (3) to obtain

Lwx =
∑
λ,l,m

tλcλxlm =
∑
l,m

tlxlm, Rwx =
∑
λ,l,m

tλxlmcλ =
∑
l,m

tmxlm. (s5)

Thus Lwx = tix and Rwx = t jx if and only if x = xi j, which completes the proof
(s4). In analogy to the proof of Thm. 32.15, we now put

T := {ti1
1 · · · t

ir
r | i1, . . . , ir ∈ Z}, T1 := {t1, . . . , tr}

and claim:

(∗) If s, t ∈ T admit an element x , 0 in A such that Lwx = sx and Rwx =
tx, then s, t ∈ T1.

In order to see this, write x =
∑

xlm, xlm ∈ Alm. Then (s5) implies∑
l,m

sxlm = sx = Lwx =
∑
l,m

tlxlm,
∑
l,m

txlm = tx = Rwx =
∑
l,m

tmxlm,

and comparing components yields unique indices i, j = 1, . . . , r satisfying s =
ti, t = t j and x = xi j.

For 1 ≤ i, j, l,m ≤ r, xi j ∈ Ai j, ylm ∈ Alm, we now obtain

Lw(xi jylm) = tit jt−1
l xi jylm, Rw(xi jylm) = t−1

j tltmxi jylm (s6)
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since the left and right Moufang identities (13.3.1) and (13.3.2) combined with
(13.6.2) and (s4) imply

Lw(xi jylm) = w
(
xi j

(
w(w−1ylm)

))
= (wxi jw)(w−1ylm) = tit jt−1

l xi jylm,

Rw(xi jylm) =
((

(xi jw−1)w
)
ylm

)
w = (xi jw−1)(wylmw) = t−1

j tltmxi jylm,

as claimed. Specializing l 7→ j, m 7→ l in (s6) yields Lw(xi jy jl) = tixi jy jl,
Rw(xi jy jl) = tlxi jyl j, hence (4). Similarly, (s6) for l = i, m = j yields (5), while
(6) follows from (∗) and (s6) since j , l and (i, j) , (l,m) imply that tit jt−1

l
or t−1

j tltm does not belong to T1. Finally, for 1 ≤ i, j ≤ r, i , j, and x ∈ Ai j,
we apply (5) to obtain x2 ∈ A ji. But then (s1), (3) and right alternativity yield
x2 = E jix2 = Rci Lc j x

2 = ((c jx)x)ci = 0, as claimed.
(d) Write E(+)

i j , 1 ≤ i ≤ j ≤ r, for the Peirce projections of Ω, viewed as a
complete orthogonal system of idempotents in A(+). Comparing (32.12.1) with
(s1), we let 1 ≤ i ≤ j ≤ r and conclude

E(+)
ii = Uci = Lci Rci = Eii, E(+)

i j = Uci,c j = Lci Rc j + Lc j Rci = Ei j + E ji.

The assertion follows.

32.23 Since the Peirce triples (i j, ii, i j) and (i j, j j, i j) are connected, (32.15.6)
implies Uvi j Jii ⊆ J j j and Uvi j J j j ⊆ Jii.

(a) (i) ⇒ (ii). Applying Exc. 32.19 to J′ := J2(ci + c j), we conclude that
Uvi j : Jii → J j j is an isotopy. The first inclusion of (ii) now follows from
Prop. 31.5 combined with Thm. 31.10 (a). The second one follows by sym-
metry.

(a) (ii)⇒ (iii). Clear since ci ∈ J×ii and c j ∈ J×j j.
(a) (iii) ⇒ (iv). Since the Peirce triples (i j, ll, i j) are not connected for l =

1, . . . , r, i , l , j, we have v2
i j =

∑r
l=1 Uvi j cl = Uvi j ci + Uvi j c j ∈ (Jii ⊕ J j j)× (by

(iii)) ⊆ J′×, and this is (a) (iv). Basically the same argument also yields (b) (i)
⇒ (b) (ii), while (b)(ii)⇒ (b) (i) is obvious.

(a) (iv) ⇒ (i). By definition (31.1), invertibility in a Jordan subalgebra im-
plies invertibility in the ambient Jordan algebra, while by Prop. 31.3 (b), in-
vertibility of x2 = Ux1J implies invertibility of x.

(c) (29a.7) for x = vi j, y = v jl, z = 1J yields

Uvi j◦v jl ci = Uvi j Uv jl ci + Uv jl Uvi j ci + Vvi j Uv jl Vvi j ci − UUvi j v jl,v jl ci. (s1)

Since i, j, l are mutually distinct, the Peirce triples ( jl, ii, jl), ( jl, i j, jl) and
(i j, jl, i j) are not connected. Moreover, Vvi j ci = ci ◦ vi j = vi j by (32.15.3)
and (32.2.6). Summing up, therefore, (s1) collapses to Uvi j◦v jl ci = Uv jl Uvi j ci

and, similarly, Uvi j◦v jl cl = Uvi j Uv jl cl. Combining this with the characterization
of (strong) connectedness in (a) (resp. (b)), the assertion follows.
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32.24 (a) Free use will be made of the Peirce multiplication rules assembled
in the present section. Let 1 ≤ i, j ≤ r. Setting dλ := c(p)

λ for λ = 1, . . . , r,
we apply (31.8.8) and deduce d(2,p)

i = Up−1
i

∑r
λ=1 pλ = p−1

i = di, so di is an
idempotents in J(p). Now assume i , j Since (1) is a direct sum of ideals, we
obtain U(p)

di
d j = Udi U∑

pλ p−1
j = Udi p j = 0, while (31.8.5) yields di ◦

(p) d j =

{di pd j} = 0. Thus the idempotents di, d j are orthogonal in J(p) ((32.2.5) and
Prop. 32.9). The equation

∑r
λ=1 dλ = p−1 = 1J(p) shows, therefore, that Ω(p)

is a complete orthogonal system of idempotents in J(p). Write Elm (resp. E(p)
lm )

for the Peirce projections of Ω in J (resp. Ω(p) in J(p)). Then E(p)
lm = ElmUp by

(32.12.1), hence J(p)
i j = Ei jUpJ = Ei jJ = Ji j, and the proof of (a) is complete.

(b) For 1 ≤ i ≤ r we have (c(p)
i )(q) = q(−1,pi)

i = Up−1
i

q−1
i = (Upi qi)−1, and the

assertion follows.
(c) Suppose v1i ∈ J1i connects c1 and ci for 2 ≤ i ≤ r. By Exc. 32.23 (a) we

have pi := Uv1i c1 ∈ J×ii . Put p1 := c1 ∈ J×11 and p :=
∑r
λ=1 pλ ∈ DiagΩ(J)×.

By the solution to Exc. 32.19, w1i := v−1
1i (the inverse of v1i in J2(c1 + ci)),

belongs to J1i = J(p)
1i and satisfies Uw1i pi = c1. Note that v2

1i = qi1 + pi, for
some qi1 ∈ J×11 and hence w2

1i = q−1
i1 + p−1

i . Hence (31.8.8) implies

w(2,p)
1i = Uw1i p = Uw1i (p1 + pi) = Uw1i pi + Uw1i c1 = c1 + Uw2

1i
pi = c1 + Up−1

i
pi

= c1 + p−1
i = c(p)

1 + c(p)
i .

Thus c(p)
1 and c(p)

i are strongly connected by w1i ∈ J(p)
1i .

32.25 We argue by induction on r. For r = 1, the assertion agrees with
Exc. 28.22 (c). Now let r > 1 and assume the statement holds for r − 1 in
place of r. Put c′ := c′r and use Exc. 28.22 (c) again to find an idempotent
c = cr ∈ J satisfying φ(c) = c′. Write Ei (resp. Ji) for the Peirce projec-
tions (resp. components) of J relative to c and E′i (resp. J′i ) for the Peirce
projections (resp. components) of J′ relative to c′, where i = 0, 1, 2. We have
φ ◦ Ei = E′i ◦ φ and hence φ(Ji) = (φ ◦ Ei)(J) = E′i ◦ φ(J) = E′i (J′) = J′i .
In particular, φ0 := φ|J0 : J0 → J′0 is a surjective homomorphism of Jordan
algebras whose kernel, Ker(φ0) = J0 ∩ Ker(φ) ⊆ Ker(φ) is a nil ideal in J0.
Moreover, J′0 contains (c′1, . . . , c

′
r−1) as a complete orthogonal system of idem-

potents. Hence the induction hypothesis yields a complete orthogonal system
(c1, . . . , cr−1) of idempotents in J0 such that φ(ci) = c′i for 1 ≤ i < r. By
Prop. 32.9 and Cor. 32.10, therefore, (c1, . . . , cr−1, cr) is a complete orthogonal
system of idempotents in J with the desired properties.

32.26 Write t for the trace and x 7→ x̄ for the conjugation of (M, q, e). Let
I ⊂ J := J(M, q, e) be an ideal that remains stable under conjugation. We
claim I = {0}. In order to see this, let x ∈ I. Then I contains Ux x̄2 = q(x)21J
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(by (29b.10)), and from I , J we deduce q(x) = 0. Linearizing this, we obtai
q(x, y) = 0 for all y ∈ I. Now let y ∈ J \ I. Since x̄ ∈ I and I ⊂ J is an
ideal, Uy x̄ = q(x, y)y− q(y)x belongs to I. But so does the second summand on
the right of this expression, and we conclude q(x, y)y ∈ I, hence q(x, y) = 0.
Summing up, we have shown x ∈ Rad(q) = {0}, and our intermediate claim
I = {0} is proved.

Now assume that J is not simple and let I be any proper ideal of J. Then
so is Ī, and the ideals I ∩ Ī, I + Ī are stable under conjugation. This and our
intermediate assertion imply J = I ⊕ Ī as a direct sum of ideals. As observed
in 28.7, I and Ī are Jordan algebras in their own right such that the conjugation
induces an isomorphism from I onto Ī. Put c := 1I . Then c̄ = 1Ī and 1J = c+ c̄.
Moreover, c and c̄ are idempotents in J, and the assumption q(c) = 1 would
imply c ∈ J× (Exc. 31.33), hence c = 1J , c̄ = 0, a contradiction. Hence
q(c) = 0 (since q(c) ∈ F by (29b.12) is an idempotent), and (29b.6) reduces
to 0 , c = c2 = t(c)c. Taking traces, we conclude 0 , t(c) = t(c)2, hence
t(c) = 1. Summing, we have shown that c and c̄ are elementary idempotents
of J, whence the corresponding Peirce decomposition by Prop. 32.8 implies
I = J2(c) = Fc, Ī = J0(c) = Fc̄. Thus the assignment (α, β) 7→ αc + βc̄ defines
an isomorphism from (F × F)(+) onto J.
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Solutions for Section 33

33.13 (a) For x ∈ X, the assignment y 7→ N(x, y) defines linear form on X.
By regularity, therefore, we find a unique element x♯ ∈ X such that T (x♯, y) =
N(x, y) for all y ∈ X. On the other hand, given y ∈ X, the assignment x 7→
N(x, yR) for R ∈ k-alg, x ∈ XR defines a polynomial law N(−, y) : X → k which
is homogeneous of degree 2, hence a quadratic form (Exc. 12.33 (b)). But then
x 7→ x♯ must be a quadratic map since T is regular, and the gradient iden-
tity holds in all scalar extensions. Next we prove that X together with 1, ♯,N
is a cubic array. By Euler’s differential equation and Exc. 12.40, (3), we have
T (1, y) = N(1, 1)N(1, y) − N(1, 1, y) = 3N(1, y) − 2N(1, y) = N(1, y), which
implies 1♯ = 1, as claimed. To finish the proof of (a), it remains to establish
the unit identity. Linearizing the gradient identity, we conclude T (x × y, z) =
N(x, y, z) is totally symmetric in x, y, z ∈ X, where as usual x × y is the bilin-
earization of the adjoint. Hence

T (x, 1 × y) = T (x × y, 1) = N(1, x, y) = N(1, x)N(1, y) − T (x, y) = T (x)T (y) − T (x, y)

= T
(
x,T (y)1 − y

)
,

and the unit identity follows again from regularity of T .
(b) Let 1′, N′, T ′ be the base point, norm, bilinear trace, respectively, of

X′. We first show that X′ is regular. Since φ is linear, the chain rule in the
form (12.17.5) implies N′(φ(x), φ(y)) = N(x, y) and then N′(φ(x), φ(y), φ(z)) =
N(x, y, z) in all scalar extensions of X. Since φ also preserves base points,
it therefore preserves bilinear traces as well: T ′(φ(x), φ(y)) = T (x, y). Now
let x′ ∈ Rad(T ′) and write x′ = φ(x) for some x ∈ X. Then T (x, y) =
T ′(φ(x), φ(y)) = 0 for all y ∈ X, hence x = 0 since T is regular. On the
other hand, let λ′ : X′ → k be a linear form. Then so is λ := λ′ ◦ φ : X → k,

178
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and regularity of T yields an element x ∈ X such that λ = T (x,−). Since φ is
surjective, this implies λ′ = T ′(φ(x),−), and we have shown that X′ is indeed
regular.

For x ∈ Ker(φ), y ∈ X we have T (x, y) = T ′(φ(x), φ(y)) = 0, hence x = 0
since T is regular. Thus, φ is injective and, altogether, bijective. On the other
hand, the gradient identity gives

T ′
(
φ(x♯), φ(y)

)
= T (x♯, y) = N(x, y) = N′

(
φ(x), φ(y)

)
= T ′

(
φ(x)♯

′

, φ(y)
)
,

and regularity of T ′ combines with the surjectivity of φ to yield φ(x♯) = φ(x)♯′,
as claimed.

33.14 If X is a cubic norm structure over k, then (1)–(3) hold by definition,
while (4), (5) have been recorded in (33a.10), (33a.8), respectively. Conversely,
suppose (1)–(5) hold for all x, y, z ∈ X and let R ∈ k-alg. Since (1), (2), (4) are
homogeneous of degree at most 2 in each variable, they continue to hold in XR,
so it remains to verify (3), (5) over R. We first linearize (2) to conclude that
T (x× y, z) = N(x, y, z) is totally symmetric in x, y, z ∈ X. Hence linearizing (4)
with respect to y implies

x♯ × (y × z) + (x × y) × (x × z) = T (x♯, y)z + T (x♯, z)y + T (x × y, z)x (s1)

for all x, y, z ∈ X. Turning now to the proof of (5), linearity allows us to assume
y = vR for some v ∈ X; we then put

M := {x ∈ XR | x♯ × (x × y) = T (x♯, y)x + N(x)y}.

By homogeneity, we have rx ∈ M for all x ∈ M, r ∈ R. Moreover, for u ∈ X,
the validity of (5) over X yields

(uR)♯ × (uR × vR) = (u♯)R × (uR × vR) =
(
u♯ × (u × v)

)
R

=
(
T (u♯, v)u + N(u)v

)
R = T

(
(uR)♯, vR

)
uR + NR(uR)vR,

hence uR ∈ M. But the elements uR, with u ∈ X, span XR as an R-module.
Therefore (5) will hold in all of XR once we have shown that M is closed under
addition. In order to do so, let x, z ∈ M. Then the definition of M and (s1) yield

(x + z)♯ ×
(
(x + z) × y

)
= (x♯ + x × z + z♯) × (x × y + z × y)

= x♯ × (x × y) + x♯ × (z × y) + (x × z) × (x × y)+

(x × z) × (z × y) + z♯ × (x × y) + z♯ × (z × y)

= T (x♯, y)x + N(x)y + T (x♯, y)z+

T (x♯, z)y + T (x × y, z)x + T (z♯, y)x + T (z♯, x)y+

T (x × y, z)z + T (z♯, y)z + N(z)y
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= T (x♯ + x × z + z♯, y)x + T (x♯ + x × z + z♯, y)z+(
N(x) + T (x♯, z) + T (x, z♯) + N(z)

)
y

= T
(
(x + z)♯, y

)
(x + z) + N(x + z)y,

forcing x + z ∈ M, and the proof of (5) is complete. Now (3) will be treated in
a similar manner by putting

M′ := {x ∈ XR | x♯♯ = N(x)x} ⊆ XR.

Since both sides of (3) are homogeneous of the same degree, N is stable under
scalar multiplication: x ∈ M′ and r ∈ R implies rx ∈ M′. Moreover, for x ∈ X
we conclude, using the fact that N is a polynomial law,

(xR)♯♯ = (x♯♯)R =
(
N(x)x

)
R =

(
N(x)1R

)
xR = N(xR)xR,

hence xR ∈ M′. But the elements xR, x ∈ X, span XR as an R-module. Therefore
(3) will hold in all of XR once we have shown that M′ is closed under addition.
In order to do so, let x, y ∈ M′. Then (2), (4), (5) and the definition of M′ imply

(x + y)♯♯ = (x♯ + x × y + y♯)♯

= x♯♯ + x♯ × (x × y) + x♯ × y♯ + (x × y)♯ + (x × y) × y♯ + y♯♯

= N(x)x + T (x♯, y)x + N(x)y + T (x♯, y)y+

T (x, y♯)x + T (x, y♯)y + N(y)x + N(y)y

=
(
N(x) + T (x♯, y) + T (x, y♯) + N(y)

)(
x + y) = N(x + y)(x + y),

forcing x + y ∈ M′, as desired.

33.15 We first linearize (33a.28) and obtain

u × (v × w)+ v × (w × u) + w × (u × v) (s1)

=
(
T (u)S (v,w) + T (v)S (w, u) + T (w)S (u, v) − T (u × v,w)

)
1−(

S (u, v)w + S (v,w)u + S (w, u)v
)
−(

T (u)v × w + T (v)w × u + T (w)u × v
)

for all u, v,w ∈ X. We must show that the submodule M ⊆ X spanned by
the elements assembled in (1) is stable under the adjoint map. First of all, we
have 1♯ = 1 ∈ M by the base point identities (33a.1) and 1 × M ⊆ M by
the unit identity (33a.3). Moreover, M is spanned by the elements 1, s, t, s × t,
s ∈ {x, x♯}, t ∈ {y, y♯}. Hence it will be enough to show that, for all s, s′ ∈ {x, x♯},
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t, t′ ∈ {y, y♯},

s♯, t♯, (s × t)♯ ∈ M, (s2)

s × s′, s × (s′ × t) ∈ M, (s3)

t × t′, t × (s × t′) ∈ M, (s4)

(s × t) × (s′ × t′) ∈ M. (s5)

The adjoint identity (33a.5) implies s♯ ∈ {N(x)x, x♯}, t♯ ∈ {N(y)y, y♯}, hence not
only the first two inclusions of (s2) but also s♯ × t♯ ∈ M, while the third one
now follows from (33a.10). In the first inclusion of (s3) we may assume s = x,
s′ = x♯, whence the assertion follows from (14). The second relation of (s3)
follows from (33a.28) for s = s′ and from (33a.19)), (33a.8) for s , s′. Next,
(s4) is (s3) with x and y interchanged, so we are left with (s5). We first note
that 1 × M ⊆ M and (s3), (s4) imply

s × M + t × M ⊆ M. (s6)

Then we combine (s1) with (s2)–(s4) to conclude

(s × t) × (s′ × t′) ≡ −s′ ×
(
t′ × (s × t)

)
− t′ ×

(
(s × t) × s′

)
mod M,

and (s6) implies (s5).

Solutions for Section 34

34.18 (a) Since cubic Jordan algebras and cubic norm structures are identified
via Cor. 34.6, φ will be a homomorphism of cubic Jordan algebras once we
have shown NJ′ ◦φ = NJ as polynomial laws over k. Moreover, since the entire
set-up is stable under base change, applying Prop. 12.24 to the polynomial law
g := NJ′ ◦ φ : J → k, we see that it suffices to prove NJ′ (φ(x)) = NJ(x) for all
x ∈ J having φ(x) ∈ J′×. But then the adjoint identity combined with the fact
that φ preserves adjoints implies NJ(x)φ(x) = φ(x♯♯) = φ(x)♯♯ = NJ′ (φ(x))φ(x),
hence the assertion since φ(x) by Thm. 34.3 (b) is unimodular.

(b) Since φ preserves unit elements and norms, it is a surjective homomor-
phism of pointed cubic forms in the sense of Exc. 33.13. By part (b) of that
exercise, therefore, φ is an isomorphism of cubic arrays, hence of cubic Jordan
algebras.

34.19 Write N = NJ , T = TJ , S = S J , 1 = 1J . By (33a.2), we have 3 = T (1) =
0 in k, hence 2 = −1 ∈ k×. Thus J may be viewed as a linear Jordan algebra.
Since not only the linear trace but also the quadratic one (by (33a.12)) and the
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bilinear one (by (33a.13)) are identically zero, the bilinear multiplication of J
by 29.3 and (34.1.8) is given by

xy =
1
2

x ◦ y = −x ◦ y = −x × y.

We conclude x2 = x♯ (which follows also from (34.1.7)), while (27.10.1) and
(33.6.1) imply

2x(xy) − x2y = Uxy = T (x, y)x − x♯ × y = −x♯ × y = x2y,

hence the left alternative law x(xy) = x2y. Being also commutative, J is in fact
alternative. Since the entire set-up is stable under base change, it remains to
show N(xy) = N(x)N(y) for all x, y ∈ J. By Artin’s theorem (Cor. 14.5), the
unital subalgebra of J generated by x, y is (commutative) associative. Hence
(34.11.4) implies N(xy)1 = (xy)3 = x3y3 = N(x)N(y)1, and since 1 ∈ J is
unimodular, the assertion follows.

34.20 Let X be a rational cubic norm structure over k, with base point 1,
adjoint x 7→ x♯, bilinearized adjoint (x, y) 7→ x × y, bilinear trace T and norm
N. Combining (1) and (3) with the bilinearity of ×, we conclude that ♯ : X → X
is indeed a quadratic map with bilinearization ×. Beside the map N : X → k, we
now consider the map g : X × X → k defined by g(x, y) := T (x♯, y) for x, y ∈ X.
Since the adjoint is a quadratic map with bilinearization ×, we deduce from (2),
(4), (5) that conditions (i)–(iv) of Exc. 12.43 hold for (N, g), so (N, g) : X → k
is a cubic map. By parts (d), (e) of that exercise, therefore, we find a unique
cubic form Ñ := N ∗ g : X → k such that Ñ(x) = N(x) and Ñ(x, y) = T (x♯, y)
for all x, y ∈ X. Here (6) and (9) imply 1 = 1♯♯ = N(1)1, hence N(1) = 1
since 1 is unimodular. Thus X together with the base point 1, the adjoint ♯
and the norm Ñ is a cubic array over k, denoted by X̃. Write T̃ (resp. S̃ ) for
the (bi-)linear (resp. the quadratic) trace of X. In view of (9), we have T̃ (x) :=
Ñ(1, x) = T (1, x) and S̃ (x) = Ñ(x, 1) = T (x♯, 1) for x ∈ X, while Exc. 12.43 (b)
implies T (x × y, z) = g(x, y, z) = T (x, y × z) for all x, y, z ∈ X. Putting x = 1
and combining (33.2.10) with (10), we conclude T̃ (y, z) = T̃ (y)T̃ (z)− S̃ (y, z) =
T (1, y)T (1, z) − T (1, y × z) = T (y, z). Thus T is the bilinear trace of X̃. Hence
equation (2) of Exc. 33.14 holds over k But so do (1), (3)–(5) of that exercise,
by (10), (6)–(8), respectively. Thus all equations of Exc. 33.14 hold over k,
forcing the cubic array X̃ to be, in fact, a cubic norm structure.

If φ : X → Y is a homomorphism of rational cubic norm structures, then φ :
X̃ → Ỹ is a linear map preserving base points and adjoints. By Exc. 34.18 (a),
therefore, it is a homomorphism of cubic norm structures. Summing up, we
have constructed a functor from k-racuno to k-cuno. Conversely, let X be
a cubic norm structure over k, with base point 1, adjoint x 7→ x♯, bilinear
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trace T and norm N. We claim that 1, x 7→ x♯, (x, y) 7→ x × y, T and the set
map Nk : X → k make X a rational cubic norm structure over k, denoted by
Rat(X), i.e., equations (1)–(10) hold. Indeed, (1)–(3) are obvious, while (4)–
(10) have been established in this order in (33a.6), (33a.11), (33a.5), (33a.10),
(33a.8), (33a.1), (33a.3), respectively. If φ : X → Y is a homomorphism of cu-
bic norm structures, then φ : Rat(X)→ Rat(Y) is trivially one of rational cubic
norm structures. Thus we obtain a functor from k-cuno to k-racuno which by
Exc. 12.43 (c) is easily seen to be inverse to the functor k-racuno → k-cuno
constructed before. This completes the proof.

34.21 (a) Let x ∈ I and y ∈ J. If (a, I) is a cubic ideal in J, then I is an ordinary
one, and (33a.22), (33a.23) and (33a.13) imply

x♯ = x2−TJ(x, 1J)x+TJ(x♯, 1J)1J , x×y = x◦y−TJ(x)y−TJ(y)x+
(
TJ(x)TJ(y)−TJ(x, y)

)
1J ,

which both belong to I by (i), (ii). Hence (iv) holds. Conversely, if this is so,
then (i), (ii), (iv) imply

Uxy = TJ(x, y)x − x♯ × y ∈ I, Uyx = TJ(y, x)y − y♯ × x ∈ I,

so I ⊆ J is an ordinary ideal and, therefore, (a, I) is a cubic one.
(b) The first part follows immediately from 34.10. As to the second, let us

assume that σ is surjective. Since 1J′1 ∈ J′1 is unimodular, there exists a linear
form λ′ on J′1 over K′ such that λ′(1J′1 ) = 1K′ . Put a := Ker(σ), I := Ker(φ),
write σ̄ : K/a

∼
→ K′ for the isomorphism in k-alg induced by σ and λ : J1 →

K/a for the k-linear map rendering the diagram

J1 φ
//

λ

��

J′1

λ′

��
K/a

σ̄

� // K′

commutative. Then one checks that λ is, in fact, K-linear, λ(1J1 ) = 1K/a and
λ(I) = {0}. Hence the cubic ideal (a, I) in J1 is separated.

(c) For the rest of this exercise, we systematically abbreviate 1 = 1J , T = TJ ,
S = S J , ♯ = ♯J , N = NJ . By (i), there is a unique way of viewing J0 as a
Jordan algebra over k0 such that π becomes a σ-semi-linear homomorphism
of (abstract) Jordan algebras. The crux is to show that the Jordan algebra J0 is
derived from an appropriate cubic norm structure over k0 making π a σ-semi-
linear homomorphism of cubic Jordan algebras. For this purpose, we consult
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(iv) to obtain a unique map ♯0 : X0 → X0 producing in

J
π
//

♯

��

J0

∃! ♯0

��
J

π
// J0

(s1)

a commutative diagram of set maps. Since σ and π are surjective, one checks
that ♯0 is, in fact, a quadratic map over k0, so (s1) by Cor. 11.5 commutes as
a σ-semi-linear polynomial square. Next we we consult (ii) again to find a
unique symmetric bilinear form T0 : X0 × X0 → k0 such that the diagram

X × X
π×π
//

T
��

X0 × X0

∃! T0

��
k

σ
// k0

(s2)

commutes. Defining set maps

f := Nk : J → k, g := (DN)k : J × J → k,

Exc. 12.43 (d) implies f ∗ g = N as cubic forms acting on J. Moreover, the
adjoint identity yields g(x, y) = T (x♯, y) for all x, y ∈ X. Now define g0 : J0 ×

J0 → k0 by g0(x0, y0) := T0(x♯0
0 , y0) for x0, y0 ∈ J0. By (s1), (s2), the diagram

J × J
π×π
//

g

��

J0 × J0

g0

��
k

σ
// k0

(s3)

commutes, and using condition (iii) one checks that there is a unique set map
f0 : J0 → k0 rendering the diagram

J
π
//

f
��

J0

∃! f0
��

k
σ
// k0

(s4)

commutative. By (s3), (s4), we obtain a cubic map ( f0, g0) : J0 → k0, giving
rise, by Exc. 12.43 to a cubic form N0 := f0 ∗ g0 : J0 → k0. Here Exc. 12.48
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combined with (s3), (s4) shows that the σ-semi-linear polynomial square

X
π
//

N
��

X0

N0

��
k

σ
// k0

(s5)

commutes. We claim that the k0-module J0 together with 10 := π(1) = 1J0 , ♯0,
N0 is a cubic norm structure X0 over k0. Since σ, π are surjective and equations
(1)–(5) of Exc. 33.14 hold in J, they hold mutatis mutandis in X0. Hence we
need only show that 10 ∈ X0 is unimodular. Applying (1), we see that λ factors
uniquely through π to a linear form λ0 : X0 → k0 satisfying λ0(10) = 1k0 .
This proves the assertion. Combining (s1), (s5) with 34.10 (a), it follows that
π : X → X0, with X := X(J), is a σ-semi-linear homomorphism of cubic norm
structures. By 34.10 (c), therefore, π : J = J(X) → J(X0) is a σ-semi-linear
homomorphism of cubic Jordan algebras, which forces J0 = J(X0) as abstract
Jordan algebras, and the solution of (b) is complete.

(d) If the linear trace T of J is surjective, some u ∈ J has T (u) = 1. Now let
(a, I) be a cubic ideal in J and write σ : k → k/a for the canonical projection.
Then

λ : J −→ k/a, x 7−→ λ(x) := σ
(
T (u, x)

)
,

is a k-linear map satisfying (1) since T (u, x) ∈ a for all x ∈ I by (ii). Hence
(a, I) is separated.

(e) Setting I := aJ, condition (i) trivially holds, and one checks that so does
(ii). Hence (a, I) is a cubic ideal in J. Let λ′ be a linear form on J satisfying
λ′(1) = 1k and writeσ : k → k/a for the canonical projection. Then the k-linear
map λ := σ ◦ λ′ : J → k/a satisfies (1), forcing (a, I) to be separated. From
(9.3.1) we conclude that canJ,k/a : J → Jk/a = J/aJ is the canonical projection,
which by 34.10 (c), (d) is a σ-semi-linear homomorphism of cubic Jordan
algebras. In the sense of (b), therefore, J/aJ = J0 as cubic Jordan algebras
over k0 = k/a. The answer to the final question of (e) is no. In order to see this,
assume k , {0}, consider the multiplicative cubic alternative algebra (k × k)cub

of 34.15 and pass to the associated cubic Jordan algebra J = (k × k)(+)
cub. Then

I := {0} × k is an ideal in J satisfying {0} , I♯ ⊆ k × {0} by (34.15.3), hence
violating (iv). In particular, I cannot be extended to a cubic ideal in J.

(f) We begin by establishing (ii), so let x ∈ I, y ∈ J and write σ : k → k/a for
the canonical projection. Then I by (iv) contains 1×x = T (x)1−x, and applying
the map λ of (iii), we deduce σ(T (x)) = T (x)1k/a = λ(1 × x) = 0, hence
T (x) ∈ a. Since x× y ∈ I, again by (iv), we now conclude T (x, y) = T (x)T (y)−
T (x× y) ∈ a. Thus the first inclusion of (ii) holds, while the remaining ones by
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(iv), (v) are now obvious. By (a), therefore, (a, I) is a separated cubic ideal in
J.

34.22 (a) By 9.2, the assignment in question gives an additive bijection from
the K′-linear maps XK′ → X′ to the σ-semi-linear maps X → X′ (i.e., the K-
linear maps X → K X′). For a K′-linear map φ′ : XK′ → X′ and φ := φ′◦canX,K′ ,
it therefore remains to show that φ′ is a homomorphism of cubic arrays over
K′ if and only if φ is a σ-semi-linear homomorphism of cubic arrays.

Let us first assume that φ′ is a homomorphism of cubic arrays over K′. It
is a general fact following trivially from the definitions that if τ : L → L′,
τ′ : L′ → L′′ are morphisms in k-alg, Y (resp. Y ′, Y ′′) is a cubic array over L
(resp. L′, L′′) and ψ : Y → Y ′ (resp. ψ′ : Y ′ → Y ′′) is a τ- (resp. τ′-)semi-linear
homomorphism of cubic arrays, then ψ′ ◦ ψ : Y → Y ′′ is a (τ′ ◦ τ)-semi-linear
homomorphism of cubic arrays. Thus, since φ′ : XK′ → X′ is a homomorphism
of cubic arrays and canX,K′ : X → XK′ by 34.7 (d) is a σ-semi-linear one, so is
φ = φ′ ◦ canX,K′ .

Conversely, assume φ : X → X′ is a σ-semi-linear homomorphism of cubic
arrays. We abbreviate ♯ = ♯X , ♯′ = ♯X′ , N = NX , N′ = NX′ , specialize (12.28.8)
to

k

��
K

1K

��

σ

  
K

σ
// K′.

(s1)

Since the σ-semi-linear polynomial square (34.10.1) commutes, so does

X
Kφ
//

♯

��

K X′

K♯
′

��
X

Kφ
// K X′,

(s2)
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by (s1) and (12.28.9). Now consider the diagram

X canX,K′
//

♯

��

Kφ

&&
K(XK′ )

Kφ
′

//

K (♯K′ )
��

K X′

K♯
′

��
X canX,K′

//

Kφ

88K(XK′ )
Kφ
′

// K X′.

(s3)

Diagram chasing, (12.28.9) and (s2) imply that K(φ′ ◦ ♯K′ ) and K(♯′ ◦φ′), being
equalized by canX,K′ , are the same, so the diagram

XK′
φ′
//

♯K′

��

X′

♯′

��
XK′

φ′
// X′

(s4)

of polynomial laws over K′ commutes by Exc. 12.45. Similarly, since (34.10.2)
commutes, so does

X
Kφ
//

N
��

′
X

K N′

��
K

Kσ
// K K′

(s5)

by (s1) and (12.28.8). Using (s5), (12.28.9) and diagram chasing in

X canX,K′
//

N
��

Kφ

&&
K(XK′ )

Kφ
′

//

K (N⊗K K′)
��

K X′

K N′nnX
Kσ
// K K′

(s6)

conclude that K(N ⊗K K′) and K(N′ ◦ φ′) are equalized by canX;K′ , hence are
the same, and the diagram

XK′
φ′
//

N⊗K K′

��

X′

N′}}
K′

(s7)

of polynomial laws over K′ commutes. Summing up, therefore, the K′-linear
map φ′ : XK′ → X′ is, in fact, a homomorphism of cubic arrays over K′.
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(b) Let φ : X → X′ be a σ-semi-linear map preserving base points and mak-
ing (1) a commutative diagram of set maps. Then it is a commutative σ-semi-
linear polynomial square. Let φ′ : XK′ → X′ be the K′-liner map such that
φ′ ◦ canX,K′ = φ. Arguing as in (a), we conclude that φ′ preserves adjoints.
By Exc. 34.18 (a) and Cor. 34.6, therefore, φ′ is a homomorphism of cubic
norm structures over K′. But then, by (a), φ = φ′ ◦ canX,K′ is a σ-semi-linear
homomorphism of cubic norm structures.

34.23 For the first part of the problem, if T (x), S (x),N(x) ∈ k are nilpotent,
then so are T (x)x2, S (x)x,N(x)1 ∈ J. By (33.9.2) and Exc. 28.23, therefore,
x3 is nilpotent, whence x is nilpotent. Conversely, assume that x is nilpotent.
Since N permits Jordan composition, it commutes with taking powers, and we
conclude N(x) ∈ Nil(k). Moreover, applying Exc. 28.23 again, there exists a
positive integer m such that xn = 0 for all integers n ≥ m. We now show
T (x), S (x) ∈ Nil(k) by induction on m. For m = 1 there is nothing to prove.
Next assume m > 1 and that the assertion holds for all positive integers < m.
Since (x2)n = x2n = 0 for all integers n ≥ m − 1, the induction hypothesis
implies that T (x2) and S (x2) are nilpotent. On the other hand, from (33a.22)
and the adjoint identity (33a.5) we deduce

T (x)2 = 2S (x) + T (x2), S (x)2 = 2T (x)N(x) + S (x2).

Since N(x) is nilpotent, the induction hypothesis and the second equation imply
that S (x) is nilpotent, which combines with the first equation to show that T (x)
is nilpotent as well. This completes the proof of the first part.

In order to establish the second part, we put

I := {x ∈ J | ∀y ∈ J : T (x, y),T (x♯, y),N(x) ∈ Nil(k)} (s1)

and have to show I = Nil(J). For x, y ∈ I and z ∈ J, we apply (33a.6), (33a.7)
and obtain

N(x + y) = N(x) + T (x♯, y) + T (x, y♯) + N(y) ∈ Nil(k),

T (x + y, z) = T (x, z) + T (y, z) ∈ Nil(k),

T
(
(x + y)♯, z

)
= T (x♯, z) + T (x, y × z) + T (y♯, z) ∈ Nil(k),

hence x + y ∈ I. Thus I ⊆ J is a k-submodule. Next we claim

I♯ + I × J ⊆ I. (s2)

The inclusion I♯ ⊆ I follows immediately from (s1), the adjoint identity (33a.5)
and (33a.18). It remains to show x × y ∈ I for all x ∈ I, y ∈ J. Given z ∈ J, we
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apply (33a.29), (33a.10), (33a.7)

N(x × y) = T (x♯, y)T (x, y♯) − N(x)N(y) ∈ Nil(k),

T (x × y, z) = T (x, y × z) ∈ Nil(k),

T
(
(x × y)♯, z

)
= T (x♯, y)T (y, z) + T (x, y♯)T (x, z) − T (x♯, y♯ × z) ∈ Nil(k).

Hence x × y ∈ I and (s2) holds. Now let x ∈ I and y ∈ J. Then Uxy =
T (x, y)x − x♯ × y ∈ I by (s2), so I ⊆ J is an inner ideal. But since

T (Uyx, z) = T (x,Uyz) ∈ Nil(k),

T
(
(Uyx)♯, z

)
= T (Uy♯ x

♯, z) = T (x♯,Uy♯z) ∈ Nil(k),

N(Uyx) = N(y)2N(x) ∈ Nil(k)

for all z ∈ J by (33a.21), (33a.31), (33a.20) and (s2), we also have Uyx ∈ I by
(s1), so I ⊆ J is an outer ideal and altogether, therefore, an ideal in J which by
the first part of the problem consists entirely of nilpotent elements. This proves
I ⊆ Nil(J).

Conversely, let x ∈ Nil(J). Then T (x), S (x),N(x) ∈ Nil(k) by the first part
of the problem, and we have Nil(k)J ⊆ Nil(J) by Exc. 28.20 (c). Furthermore,
for all y ∈ J, Nil(J) ∋ Uxy = T (x, y)x − x♯ × y, hence x♯ × y ∈ Nil(J), which
by (33a.12), (33a.13) implies S (x)T (y) − T (x♯, y) = T (x♯ × y) ∈ Nil(k). Thus
T (x♯, y) ∈ Nil(k). Since z := Uyx = T (y, x)y♯−y♯×x belongs to the ideal Nil(J),
so does x + z, which by (33a.7), (33a.13), implies

T (x, y)2 − 2T (x♯, y♯) = T (x, y)2 − T (x × x, y♯) = T (x, y)2 − T (x, y♯ × x) = T (x,Uyx)

= T (x, z) = T (x)T (z) − S (x, z)

= T (x)T (z) + S (x) + S (z) − S (x + z) ∈ Nil(k).

Thus T (x, y) ∈ Nil(k) and summing up we have shown x ∈ I. This completes
the proof of (1).

Finally, let x, y ∈ J. If 1
2 ∈ k, then T (x♯, y) = 1

2 T (x × x, y) = 1
2 T (x, x × y)

by (33a.7), so (1) implies (2). Similarly, if 1
3 ∈ k, then N(x) = 1

3 T (x, x♯) by
(33a.11), so (1) implies (3). Finally, (4) follows by combining (2) and (3).

34.24 (a) N as defined by (1) is clearly a cubic form such that

N
(
(r, u), (s, v)

)
= sq(u) + rq(u, v)

for R ∈ k-alg, r, s ∈ R, u, v ∈ JR. Defining T (resp. S ) as a linear (resp.
quadratic) form on J by T (x) := N(1Ĵ , x) (resp. S (x) := N(x, 1Ĵ)) for x ∈ Ĵ,
we therefore conclude that (3), (4) hold. For x = (r, u) ∈ ĴR, this and (29b.6),



190 Solutions for Chapter VI

(29b.7) imply

x3 − T (x)x2 + S (x)x − N(x)1Ĵ =
(
r3 −

(
r + t(u)

)
r2 +

(
rt(u) + q(u)

)
r − rq(u),

u3 −
(
r + t(u)

)
u2 +

(
rt(u) + q(u)

)
u − rq(u)e

)
=

(
0, u3 − t(u)u2 + q(u)u − r

(
u2 − t(u)u + q(u)e

))
= 0,

x4 − T (x)x3 + S (x)x2 − N(x)x =
(
r4 −

(
r + t(u)

)
r3 +

(
rt(u + q(u)

)
r2 − rq(u)r,

u4 −
(
r + t(u)

)
u3 +

(
rt(u) + q(u)

)
u2 − rq(u)u

)
=

(
0,Uu

(
u2 − t(u)u + q(u)e

)
− r

(
u3 − t(u)u2 + q(u)u

))
= 0.

Since q permits Jordan composition by (29b.12), so does N by (1), and we have
shown that Ĵ is a cubic Jordan algebra with norm N over k such that (1), (3),
(4) hold. Linearizing (4) and applying (33.2.10), we also obtain (2). Finally,
(33a.22) implies, for x = (α, u), α ∈ k, u ∈ J,

x♯ = x2 − T (x)x + S (x)1Ĵ =
(
α2 −

(
α + t(u)

)
α +

(
αt(u) + q(u)

)
,

u2 −
(
α + t(u)

)
u +

(
αt(u) + q(u)

)
e
)

=
(
q(u), α

(
t(u)e − u

))
=

(
q(u), αū

)
.

This proves (5), and (a) is solved.
(b) Applying Exc. 29.25, we see that C(+) agrees with the Jordan algebra,

J := J(C, nC , 1C), of the pointed quadratic module (C, nC , 1C). Thus

Ĉ(+) = k(+) ×C(+) = k(+) × J = Ĵ

is a cubic Jordan algebra over k with norm N : Ĉ → k given by

N
(
(r, u)

)
= rnC(u) (R ∈ k-alg, r ∈ R u ∈ CR). (s1)

Hence Ĉ is a cubic alternative k-algebra with norm N if and only if C is multi-
plicative. Finally, Example 34.15 fits into this picture by setting C := k.

34.25 (a): We write θ for the canonical image of t in K and use the formula
(34.24.4) for S J , which says that for u = cθ + d, c, d ∈ F, we have

S J
(
(α, u)

)
= αtK(cθ + d) + βc2 + cd + d2.

Now the trace on K is given by

tK(cθ + d) = ctK(θ) + dtK(1K) = c + 2d = c,
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so

S J
(
(α, u)

)
= αc + βc2 + cd + d2. (s1)

That is the equation with respect to the basis (1, 0), (0, θ), (0, 1) of J. Using
instead the basis (1, 1), (0, θ + 1), (0, 1), we have for r, s, d ∈ F:

S J
(
(r(1, 1) + s(0, θ + 1) + (0, d)

)
= S J

(
(r, sθ + r + s + d)

)
= βs2 + sd + d2 + r2,

a quadratic form of the claimed isomorphism class.
(b): By formula (34.24.3), the kernel of TJ consists of elements (α, u) with

u = αθ+d. For such an element, (s1) gives that S J((α, u)) = (1+β)α2+αd+d2,
which is the claim.

34.26 (a): Again, we write θ for the canonical image of t in K. Since θ ∈ K has
trace zero, we conclude

tK(cθ + d) = 2d,

and use the formula (34.24.4) for S J , which says that for u = cθ + d we have

S J
(
(α, u)

)
= 2αd + d2 − βc2. (s1)

Re-writing this as 2(αd+ d2/2)− βc2, we see that it has the same isomorphism
class as ⟨2⟩ ⊗ [0, 1

2 ] ⊥ ⟨−β⟩quad. Since [0, 1
2 ] has an isotropic vector (namely,

(1, 0)), it follows that it is isomorphic to h, proving the claim.
(b): By the preceding formula for the trace on K and (34.24.3), the kernel

of TJ consists of elements (−2d, cθ + d). For such an element, (s1) gives that
S J((−2d, cθ + d)) = −3d2 − βc2, which is the claim.

(c): While it is possible to approach this by building on (b), it is perhaps
simpler to argue directly, regardless of char(F), as follows. For J := (F × F ×
F)(+), J0 consists of triples (x, y,−x− y) ∈ F3 and S 0

J sends such an element to
y(−x − y) + x(−x − y) + xy = −(x2 + xy + y2).

34.27 (i) ⇒ (ii) Let X be a cubic norm structure over k as in (i). Then X =
(M, e, ♯,N) for some quadratic map ♯ : M → M, x 7→ x♯, and some cubic form
N : M → k. Write T (resp. S ) for the (bi-)linear (resp. quadratic) trace of X
and put J := J(X) = J(M, q, e). For x ∈ J×, we combine (1) of Exc. 31.33 with
(33.10.1) to conclude q(x),N(x) ∈ k× and q(x)−1 x̄ = x−1 = N(x)−1x♯. Hence
Prop. 12.24 implies that the identity

N(x)x̄ = q(x)x♯ (s1)

holds strictly. We now put

λ := T − t : M −→ k (s2)
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as a linear form on M and have λ(e) = 1 by (29b.2), (33a.2). Eventually, we
will show that λ satisfies (ii). Noting

M = ke ⊕ L, L := Ker(λ), (s3)

we begin by using (29b.3), (29b.6), (33a.22) to expand (s1): we obtain N(x)x̄ =
t(x)N(x)e − N(x)x and

q(x)x♯ = q(x)x2 − q(x)T (x)x + q(x)S (x)e

= q(x)t(x)x − q(x)2e − q(x)T (x)x + q(x)S (x)e

= q(x)
(
S (x) − q(x)

)
e − λ(x)q(x)x (by(s2)).

Thus (
N(x) − λ(x)q(x)

)
x =

(
t(x)N(x) − q(x)

(
S (x) − q(x)

))
e.

Differentiating at x in the direction y yields(
N(x, y)−λ(x)q(x, y) − λ(y)q(x)

)
x +

(
N(x) − λ(x)q(x)

)
y

=
(
t(x)N(x, y) + t(y)N(x) − q(x)

(
S (x, y) − q(x, y)

)
− q(x, y)

(
S (x) − q(x)

))
e.

Setting y = e and consulting (33a.2), we conclude(
S (x)−λ(x)t(x) − q(x)

)
x +

(
N(x) − λ(x)q(x)

)
e

=
(
t(x)S (x) + 2N(x) − q(x)

(
2T (x) − t(x)

)
− t(x)

(
S (x) − q(x)

))
e,

which after a short computation simplifies to(
N(x) − λ(x)q(x)

)
e =

(
S (x) − q(x) − λ(x)t(x)

)
x.

We claim that the identity

N(x) = λ(x)q(x) (s4)

holds strictly, equivalently, that the cubic form

F : M −→ k, x 7−→ F(x) := N(x) − λ(x)q(x), (s5)

is zero. By what we have just proved we know

F(x)e =
(
S (x) − q(x) − λ(x)t(x)

)
x. (s6)

Since F(e) = 0, the expansion formula (2) of Exc. 12.40 combined with (s3)
implies that it suffices to show

F(u) = F(e, u) = F(u, e) = 0 (s7)

strictly for all u ∈ L. Specializing x to u in (s6) and applying λ, we obtain
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F(u) = 0. Moreover, F(e, u) = N(e, u) − λ(e)q(e, u) − λ(u)q(e) = T (u) − t(u) =
λ(u) (by (s2)) = 0, so it remains to show F(u, e) = 0. But

F(u, e) = N(u, e) − λ(u)q(u, e) − λ(e)q(u) = S (u) − q(u),

so we must show S = q on L. Since F(u) = 0 for u ∈ L, applying (s6) to x = u
yields (

S (u) − q(u)
)
u = 0, (s8)

hence after linearizing(
S (u) − q(u)

)
v +

(
S (u, v) − q(u, v)

)
u = 0. (s9)

Note by (s3) that L is a projective k-module, so localizing if necessary, we may
assume that L is free. Pick a basis (ui)i∈I of L. Then (s8), (s9) imply S (ui) =
q(ui) (i ∈ I), S (ui, u j) = q(ui, u j) (i, j ∈ I, i , j). This shows S = q on L
and completes the proof of (s7). Thus (s4) holds strictly. Returning to (s1),
we therefore obtain λ(x)q(x)x̄ = N(x)x̄ = q(x)x♯, and Prop. 12.24 implies
(3). Now the adjoint identity yields N(x)x = x♯♯ = λ(x)2 x̄♯ = λ(x)2λ(x̄)x.
Since invertible elements are unimodular by Thm. 34.3 (b), we end up with
(4), which linearizes to

N(x, y) = 2λ(x)λ(x̄)λ(y) + λ(x)2λ(ȳ);

putting x = e gives (5), while for y = e we obtain (6). This in turn linearizes to
S (x, y) = 2(λ(x)λ(y) + λ(x)λ(ȳ) + λ(x̄)λ(y)), and a short computation involving
(5) and (33a.13) yields (7).

(ii)⇒ (i). If (1) holds, so obviously does (2). Define X := (M, e, ♯,N), where
♯, N are given by (3), (4), respectively. From (3), (4) we conclude that X is a
cubic array, and the preceding computations can be repeated verbatim to show
that the (bi-)linear and quadratic traces of Xsatisfy (5)–(7). Now we show that
X is a cubic norm structure. Linearizing (3) yields

x × y = λ(x)ȳ + λ(y)x̄, (s10)

hence e × x = λ(x)e + x̄ = (λ(x) + t(x))e − x = T (x)e − x by (2), (5). Thus the
unit identity holds. From x♯♯ = λ(x)2 x̄♯ = λ(x)2λ(x̄)x and (4) we read off the
adjoint identity, while comparing N(x, y) = 2λ(x)λ(x̄)λ(y) + λ(x)2λ(ȳ) with

T (x♯, y) = 2λ(x♯)λ(y) + λ(x♯)λ(ȳ) = 2λ(x)λ(x̄)λ(y) + λ(x)2λ(ȳ)

proves also the gradient identity. Summing up, therefore, X is a cubic norm
structure. It remains to show J(X) = J(M, q, e), i.e.,

q(x, ȳ)x − q(x)ȳ = T (x, y)x − x♯ × y. (s11)
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From (5), (s10), (3) we deduce

T (x, y)x − x♯ × y =
(
2λ(x)λ(y) + λ(x̄)λ(ȳ)

)
x − λ(x♯)ȳ − λ(y)x♯

=
(
2λ(x)λ(y) + λ(x̄)λ(ȳ)

)
x − λ(x)λ(x̄)ȳ − λ(x)λ(y)x

=
(
λ(x)λ(y) + λ(x̄)λ(ȳ)

)
x − λ(x)λ(x̄)ȳ,

and by (1) (possibly linearized), this is the left-hand side of (s11). Thus (i)
holds.

In order to prove (8), we put

I1 := {x ∈ J | x is nilpotent}, I2 := {x ∈ J | λ(x), λ(x̄) ∈ k are nilpotent}.

It suffices to show Nil(J) ⊆ I1 ⊆ I2 ⊆ Nil(J). The first inclusion is obvious. For
x ∈ I1, we apply Exc. 29.21 to conclude that q(x) = λ(x)λ(x̄) and t(x) = λ(x) +
λ(x̄) are nilpotent. Hence so is λ(x)t(x) = λ(x)2 + q(x), which implies x ∈ I2.
This proves the second inclusion. For x ∈ I2, we conclude that q(x) = λ(x)λ(x̄)
is nilpotent, as is q(x, y) = λ(x)λ(ȳ) + λ(y)λ(x̄) for all y ∈ J. Thus x ∈ Nil(J),
again by Exc. 29.21, and we have established the third inclusion.

For the remainder of this exercise, we may assume that (M, q) is a quadratic
space of rank r > 1. Since (iii) implies (i) by 34.15, we need only show

(ii) ⇒ (iii). By (s3), the k-module L is projective of rank r − 1. Let us first
assume that L is free, and let (ui)1≤i<r be a k-basis of L. With u0 := e, therefore,
(ui)0≤i<r is a k-basis of M, and by (1), the matrix of q relative to this basis is

S :=


1 t(u1) · · · t(ur−1)
0 0 · · · 0
...

...
. . .

...

0 0 · · · 0

 ,
whence the matrix of Dq is

S ′ = S + S T =


2 t(u1) · · · t(ur−1)

t(u1) 0 · · · 0
...

...
. . .

...

t(ur−1) 0 · · · 0

 .
Since Dq is regular by hypothesis, the determinant of S ′ is invertible in k. On
the other hand, expanding with respect to the last row yields

det(S ′) = (−1)r+1t(ur−1) det


t(u1) · · · t(ur−1)

0 · · · 0
...

. . .
...

0 · · · 0

 ,
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which would be zero for r > 2. Hence r = 2 and k× ∋ det(S ′) = −t(u1)2,
forcing t : L→ k to be surjective.

Now let L be arbitrary. Localizing if necessary, the preceding considerations
show that we still have r = 2 and t : L→ k surjective. In particular, some c ∈ L
satisfies t(c) = 1. Moreover q(c) = 0 by the definitions of q and L, so c is an
elementary idempotent in J = J(M, q, e), and with d := e − c we conclude
J = kc ⊕ kd as a direct sum of ideals such that λ(c) = 0 and λ(d) = 1. By (4),
therefore, the relation

N(ξ1c + ξ2d) = λ(ξ1c + ξ2d)2λ(ξ1c + ξ2d) = ξ1ξ
2
2

holds strictly for all ξ1, ξ2 ∈ k, whence the assignment ξ1c + ξ2d 7→ (ξ1, ξ2)
gives an isomorphism J

∼
→ (k × k)(+)

cub of cubic Jordan algebras.
In view of (iii), the final assertion about quadratic étale algebras is obvious.

34.28 (a) The arguments solving Exc. 34.20 (a) go through for rational cubic
norm pseudo-structures without change and prove (a).

(b) (i) ⇒ (ii). Let 1 ≤ i ≤ n. Then (i) and Euler’s differential equation
imply σ(e♯i , ei) = µ(ei, ei) = 3µ(ei) = 3wi. Moreover, linearizing the relation
µ(v, v′) = σ(v♯, v′), we conclude σ(v1× v2, v3) = µ(v1, v2, v3), and this is totally
symmetric in v1, v2, v3 ∈ V .

(ii)⇒ (i). For R ∈ k-alg, we define a map µR : VR → WR by setting

µR(
n∑

i=1

rieiR) :=
n∑

i=1

r3
i wiR +

∑
1≤i, j≤n,i, j

r2
i r jσ(e♯i , e j)R +

∑
1≤i< j<l≤n

rir jrlσ(ei × e j, el)R

(s1)

for r1, . . . , rn ∈ R. Then µ := (µR)R∈k-alg : V → W is obviously a homogeneous
polynomial law of degree 3 satisfying µ(ei) = wi for 1 ≤ i ≤ n. Now let
v =

∑n
i=1 rieiR, v′ =

∑n
i=1 r′i eiR ∈ VR with ri, r′i ∈ R for i = 1, . . . , n. Then (s1)

implies

µ(v, v′) =
∑

i

3r2
i r′i wiR +

∑
i, j

(2rir′i r j + r2
i r′j)σ(e♯i , e j)R

+
∑
i< j<l

(r′i r jrl + rir′jrl + rir jr′l )σ(ei × e j, el)R.

On the other hand

v♯ =
∑

i

r2
i e♯iR +

∑
i< j

rir jeiR × e jR,
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and hence (ii) gives

σ(v♯, v′) =
∑

i,l

r2
i r′lσ(e♯i , el)R +

∑
i, j,l,i< j

rir jr′lσ(ei × e j, el)R

=
∑

i

r2
i r′iσ(e♯i , ei)R +

∑
i, j

r2
i r′jσ(e♯i , e j)R +

∑
i< j

rir′i r jσ(ei × e j, ei)R

+
∑
i< j

rir jr′jσ(ei × e j, e j)R +
( ∑

l<i< j

+
∑
i<l< j

+
∑
i< j<l

)
rir jr′lσ(ei × e j, el)R

=
∑

i

3r2
i r′i wiR +

∑
i, j

(r2
i r′j + 2rir′i r j)σ(e♯i , e j)R

+
∑
i< j<l

(r′i r jrl + rir′jrl + rir jr′l )σ(ei × e j, el)R

= µ(v, v′),

and (i) holds. Finally, uniqueness of µ follows immediately from (5) of Exc. 12.40.
(c) Since a pseudo cubic norm pseudo-structure X over k is automatically

a cubic norm structure if 1
3 ∈ k (λ := 1

3 T has λ(1) = 1), any example of the
kind demanded in (c) must display pathologies of characteristic 3. With this
in mind, we let K/F be a purely inseparable field extension of characteristic 3
and exponent 1 and fix an element a ∈ K \ F. Then F is infinite and J0 := K(+)

is a cubic Jordan algebra over F, with norm N0 : K → F (by Cor. 12.13 an
honest-to-goodness polynomial function) given by N0(v)1 = v3 for all v ∈ J0.
For R ∈ F-alg and v, v′ ∈ J0R, we conclude N0(v, v′)1 = 3v2v′ = 0, so the
(bi-)linear and quadratic traces of J0 are both zero, and v♯ = v2 by (33a.22)
as well as v × v′ = 2vv′ = −vv′ for all v, v′ ∈ J0. Now let W be a vector
space over F of finite dimension at least 2, pick linearly independent vectors
w1,w2 ∈ W and let λ : J0 → W be a non-zero linear map satisfying λ(1) = 0.
Define a symmetric bilinear map σ : J0 × J0 → W by σ(v, v′) := λ(vv′) for
v, v′ ∈ J0. Then σ(v♯, v) = λ(v2v) = λ(v3) = N0(v)λ(1) = 0 for all v ∈ J0,
and σ(v1 × v2, v3) = −λ(v1v2v3) is totally symmetric in v1, v2, v3 ∈ J0. Thus
(b) yields a homogeneous polynomial law µ : J0 → W of degree 3 such that
µ(1) = 0, µ(a) = w1, µ(a♯) = µ(a2) = w2.

Now let k := F × W ∈ F-alg be the “split-null extension” of F by W, so
W ⊆ k is an ideal that squares to zero and F acts canonically on W. In other
words, the multiplication of k obeys the rule

(α,w)(α′,w′) := (αα′, αw′ + α′w)

for α, α′ ∈ F, w,w′ ∈ W. By letting W act trivially on J0, we may and always
will view J0 as a Jordan algebra J over k.
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Next define a symmetric F-bilinear map T : J × J → k

T (v, v′) :=
(
0, σ(v, v′)

)
=

(
0, λ(vv′)

)
for v, v′ ∈ J, which is in fact a k-bilinear form since

T
(
(α,w)v, v′

)
= T (αv, v′) = αT (v, v′) = (α,w)

(
0, λ(vv′)

)
= (α,w)T (v, v′)

for all α ∈ F, w ∈ W, v, v′ ∈ J. Similarly, we obtain a map

N := N0 × µ : J −→ k, v 7−→ N(v) :=
(
N0(v), µ(v)

)
and claim that the identity element of J as base point, the (bilinearized) adjoint
of J as (bilinearized) adjoint, the symmetric bilinear form T, and the map N
satisfy equations (1)–(10) of Exc. 34.20. To show this, let α ∈ F, w ∈ W and
v, v′ ∈ J. Then(

(α,w)v
)♯
= (αv)♯ = α2v♯ = (α, 2αw)v♯ = (α,w)2v♯ (s2)

proves (1) and

N
(
(α,w)v

)
= N(αv) = α3(N0(v), µ(v)

)
= (α,w)3(N0(v), µ(v)

)
= (α,w)3N(v)

proves (2). The equations (s2) and(
(α,w)v

)
× v′ = (αv) × v′ = α(v × v′) = (α,w)(v × v′)

show that the adjoint v 7→ v♯ is not only F-quadratic but, in fact, k-quadratic.
Moreover, the bilinearized adjoint is the k-bilinearization of the adjoint, and
we have (3). Next we compute

N(v + v′) =
(
N0(v + v′), µ(v + v′)

)
=

(
N0(v) + N0(v′), µ(v) + µ(v, v′) + µ(v′, v) + µ(v′)

)
=

(
N0(v), µ(v)

)
+

(
0, σ(v♯, v′)

)
+

(
0, σ(v′♯, v)

)
+

(
N0(v′), µ(v′)

)
= N(v) + T (v♯, v′) + T (v′♯, v) + N(v′),

and (4) holds. Since 3 = 0 in k, we have T (v♯, v) =
(
0, σ(v♯, v)

)
= 0 = 3N(v),

hence (5). Since the adjoint identity holds in J0, we obtain

v♯♯ = N0(v)v =
(
N0(v), µ(v)

)
v = N(v)v,

hence (6). Similarly,

v♯ × v′♯ + (v × v′)♯ = − v2v′2 + (vv′)2 = 0 =
(
0, λ(v♯v′)

)
v′ +

(
0, λ(vv′♯)

)
v

= T (v♯, v′)v′ + T (v, v′♯)v
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gives (7) and

v♯ × (v × v′) = v♯(vv′) = (v♯v)v′ =
(
0 ⊕ λ(v♯v′)

)
v + N0(v)v′ =

(
N0(v), µ(v)

)
v′

= T (v♯, v′)v + N(v)v′

gives (8). While (9) is obvious, the unit identity for J0 implies 1 × v = −v =(
0, λ(v)

)
1 − v = T (1, v)1 − v, hence (10).

By Exc. 34.20, therefore, we find a cubic form Ñ : X → k making X a
cubic norm pseudo-structure over k. Now consider the element a ∈ J. By
construction we have

N(a♯) =
(
N0(a2), µ(a2)

)
=

(
N0(a)2,w2

)
,

N(a)2 =
(
N0(a), µ(a)

)2
=

(
N0(a)2, 2N0(a)µ(a)

)
=

(
N0(a)2,−N0(a)w1

)
,

hence N(a♯) , N(a)2 since w1,w2 are linearly independent over F.

Solutions for Section 35

35.12 (i) k is a cubic norm structure with base point 1, adjoint α 7→ α2, norm
r 7→ r3, and bilinear (resp. quadratic) trace respectively given by (α, β) 7→ 3αβ
(resp. α 7→ 3α2). Scalar multiplication gives a bilinear action k × V → V ,
while the eiconal triple structure provides us with quadratic maps Q : V → k,
H : V → V . Moreover, setting v = u in (1), Euler’s differential equation implies

Q
(
u,H(u)

)
= N(u) (R ∈ k-alg, u ∈ VR). (s1)

By 35.8, therefore, formulas (3)–(5) define a cubic array X over k whose bi-
linear trace by (35.8.5) is regular. Thus the solution to (i) will be complete
once we have shown that X is, in fact, a cubic norm structure. In order to do
so, it suffices to show, by Prop. 35.9, that the identities (35c.1)–(35c.10) hold
strictly in X. Here (35c.5) is just the eiconal equation, while (35c.7) has been
established in (s1) with N̂ = N. Since (35c.1)–(35c.4), (35c.9) are obvious in
the special case at hand, we are left with (35c.6), (35c.8), (35c.10), i.e., with

H
(
H(u)

)
= N(u)u − Q(u)H(u), (s2)

Q
(
u,H(u, v)

)
= 2Q

(
H(u), v

)
, (s3)

H
(
u,H(u)

)
= 2Q(u)u. (s4)

We begin with (s4) by linearizing (1) to conclude that

Q
(
H(u, v),w

)
=

1
3

N(u, v,w) (s5)
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is totally symmetric in u, v,w ∈ V . Combining this with the linearization of
(2), i.e., with

Q
(
H(u),H(u, v)

)
= 2Q(u)Q(u, v), (s6)

we conclude Q(H(u,H(u)), v) = Q(H(u, v),H(u)) = 2Q(u)Q(u, v) = Q(2Q(u)u, v),
and (s4) drops out since Q is regular. Setting w = u and using symmetry of (s5)
again, we obtain Q(H(u, v), u) = Q(H(u, u), v) = 2Q(H(u), v), hence (s3). And
finally, linearizing (s4), we deduce

H
(
v,H(u)

)
+ H

(
u,H(u, v)

)
= 2Q(u, v)u + 2Q(u)v.

Here we put v = H(u) apply (s4), (s1) and obtain

2H
(
H(u)

)
+ 4Q(u)H(u) = H

(
H(u),H(u)

)
+ 2H

(
u,Q(u)u

)
= H

(
H(u),H(u)

)
+ H

(
u,H

(
u,H(u)

))
= 2Q

(
u,H(u)

)
u + 2Q(u)H(u)

= 2N(u)u + 2Q(u)H(u),

hence (s2).
(ii) The cubic norm substructure X0 ⊆ X is regular since 1

3 ∈ k. Hence
(X0,V) is a complemented cubic norm substructure of X. Defining a quadratic
map H : V → V by H(u) := Q(u) + u♯ for u ∈ V , we are in the situation
35.6 and conclude that the identities (35.6.1)–(35.6.6), (35b.1)–(35b.18) hold
strictly in X. In particular, by (35.6.4) we have 3Q(u, v) = T (u, v), whence
(V,Q) is a quadratic space over k. Moreover, for u, v ∈ V the gradient identity
implies 3Q(H(u), v) = T (H(u), v) = T (u♯, v) = N(u, v), so the quadratic map
H is connected with the cubic form N on V by (1). Finally, (35b.9) shows that
the eiconal equation (2) holds strictly in V . Summing up we have proved that
(V,Q,N |V ) is an eiconal triple over k.

(iii) follows by a straightforward verification.
(iv) The gradient of N at u ∈ Rn is defined by

(
grad(N)

)
(u) =


∂N
∂x1

(u)
...

∂N
∂xn

(u)

 ∈ Rn

and can be characterized by(
grad(N)

)
(u)Tv = N(u, v) (v ∈ Rn).

This and (1) imply

H(u)TQv = Q
(
H(u), v

)
=

1
3
(

grad(N)
)
(u)Tv,
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and we conclude H(u)TQ = 1
3 (grad(N))(u)T, hence

H(u)T =
1
3
(

grad(N)
)
(u)TQ−1, H(u) =

1
3

Q−1( grad(N)
)
(u).

Now the left-hand side of (2) becomes

H(u)TQH(u) =
1
9
(

grad(N)
)
(u)TQ−1QQ−1( grad(N)

)
(u) =

n∑
i, j=1

qi j ∂N
∂xi

(u)
∂N
∂x j

(u),

while the right-hand side of (1) is( n∑
i, j=1

qi juiu j

)2
.

Hence (2) follows.

Solutions for Section 36

36.10 Write Γ = diag(γ1, γ2), γ1, γ2 ∈ k×, and put

u[12] := γ2ue12 + γ1ūe21 (u ∈ C) (s1)

in terms of the usual matrix units in Mat2(k). One checks that

M := Her2(C,Γ) = ke11 ⊕ ke22 ⊕C[12], C[12] := {u[12] | u ∈ C}. (s2)

We define a quadratic form q : M → k by

q(ξ1e11 + ξ2e22 + u[12]) := ξ1ξ2 − γ1γ2nC(u)

for ξ1, ξ2 ∈ k, u ∈ C, which bilinearizes to

q(ξ1e11 + ξ2e22 + u[12], η1e11 + η2e22 + v[12]) = ξ1η2 + ξ2η1 − γ1γ2nC(u, v)
(s3)

for ξi, ηi ∈ k, i = 1, 2, u, v ∈ C. Then (M, q, e), e := 12 = e11 + e22, is a pointed
quadratic module over k whose linear trace by (s3) is given by

t : M −→ k, t(ξ1e11 + ξ2e22 + u[12]) = ξ1 + ξ2

for ξ1, ξ2 ∈ k, u ∈ C. It follows that J := J(M, q, e) is a Jordan algebra of
Clifford type over k and, writing xn, n ∈ N, for the n-th power of x ∈ J, a
straightforward verification shows

xx = x2 = t(x)x − q(x)e, (s4)
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where the expression on the very left is the matrix product of x with itself.
Linearizing shows that the circle peoduct of x, y ∈ J is x ◦ y = xy+ yx. We now
claim

(xx)x = x3 = x(xx). (s5)

Indeed, (s4) implies (xx)x = t(x)xx−q(x)ex = t(x)x2−q(x)x = x3 (by (29b.7)),
hence the first equation of (s5); the second one follows analogously. Actually,
(s5) holds strictly, so we are allowed to differentiate at x in the direction y.
Doing so with x3 = Uxx gives Uxy +Ux,yx = Uxy + x2 ◦ y (by (29a.13)), while
the same procedure for (xx)x and (s4) give

(yx)x + (xy)x + (xx)y = (xy)x + x2 ◦ y + [y, x, x],

hence the first equation of (1). The same argument applied to x(xx) yields the
second equation of (1).

Finally, assume C is projective as a k-module and let (M′, q′, e′) be any
pointed quadratic module over k satisfying the conditions of the exercise. Then
M′ = Her2(C,Γ) = M and e′ = 12 = e. Moreover, (1) shows that J = J(M, q, e)
and J′ = J(M′, q′, e′) have the same U-operator, i.e., 1M : J → J is an isomor-
phism of Jordan algebras. Hence q′ = q′ ◦ 1M = q by Exc. 29.26, as desired.

36.11 We begin by showing (1). To this end, we put

x2 =
∑

(ηieii + vi[ jl]) (ηi ∈ k, vi ∈ C, 1 ≤ i ≤ 3), (s1)

xx = (vi j) (vi j ∈ C, 1 ≤ i, j ≤ 3). (s2)

From (33a.22) we deduce x2 = x♯ + T (x)x − S (x)13, which combines with
(36.4.4), (36.4.8), (36.4.9) to yield

ηi = ξ jξl − γ jγlnC(ui) + (ξi + ξ j + ξl)ξi −
(
ξ jξl − γ jγlnC(ui)

)
−

(
ξlξi − γlγinC(u j)

)
−

(
ξiξ j − γiγ jnC(ul)

)
and then simplifies to

ηi = ξ
2
i + γlγinC(u j) + γiγ jnC(ul). (s3)

Even simpler,

vi = −ξiui + γiu jul + (ξi + ξ j + ξl)ui,

hence

vi = (ξ j + ξl)ui + γiu jul. (s4)

On the other hand, inspecting (36.6.1)and consulting (s3), we obtain

v11 = ξ
2
1 + γ1γ2nC(u3) + γ3γ1nC(u2) = η1



202 Solutions for Chapter VI

and similarly vii = ηi for i = 1, 2, 3. Moreover, by (s4),

v12 = γ2ξ1u3 + γ2ξ2u3 + γ2γ3ū2ū1 = γ2
(
(ξ1 + ξ2)u3 + γ3u1u2

)
= γ2v3,

v21 = γ1ξ1ū3 + γ1ξ2ū3 + γ3γ1u1u2 = γ1
(
(ξ1 + ξ2)ū3 + γ3u1u2

)
= γ1v̄3

and, similarly, v jl = γlvi, vl j = γ jv̄i. This completes the proof of (1).
Next we deal with the first equation of (2) by setting

x3 =
∑

(ζieii + wi[ jl]) (ζi ∈ k, wi ∈ C, 1 ≤ i ≤ 3), (s5)

xx2 = (wi j) (wi j ∈ C, 1 ≤ i, j ≤ 3). (s6)

From (33.9.2) we deduce x3 = T (x)x2 − S (x)x + N(x)13, and (s3) implies

ζi = (ξi + ξ j + ξl)
(
ξ2

i + γlγinC(u j) + γiγ jnC(ul)
)

−
((
ξ jξl − γ jγlnC(ui)

)
+

(
ξlξi − γlγinC(u j)

)
+

(
ξiξ j − γiγ jnC(ul)

))
ξi

+ ξiξ jξl − γ jγlξinC(ui) − γlγiξ jnC(u j) − γiγ jξlnC(ul) + γ1γ2γ3tC(u1u2u3).

Expanding and collecting terms gives

ζi = ξ
3
i + γlγi(ξl + 2ξi)nC(u j) + γiγ j(2ξi + ξ j)nC(ul) + γ1γ2γ3tC(u1u2u3).

(s7)

Much simpler,

wi = (ξi + ξ j + ξl)
(
(ξ j + ξl)ui + γiu jul

)
−

(
ξ jξl − γ jγlnC(ui) + ξlξi − γlγinC(u j) + ξiξ j − γiγ jnC(ul)

)
ui,

which after a short computation reduces to

wi =
(
ξ2

j + ξ jξl + ξ
2
l + γ jγlnC(ui) (s8)

+ γlγinC(u j) + γiγ jnC(ul)
)
ui + γi(ξ1 + ξ2 + ξ3)u jul.

Again inspecting (36.6.1) and using (s3), (s4), we now compute

w11 = ξ1
(
ξ2

1 + γ3γ1nC(u2) + γ1γ2nC(u3)
)
+ γ1γ2u3

(
(ξ1 + ξ2)ū3 + γ3u1u2

)
+ γ3γ1ū2

(
(ξ3 + ξ1)u2 + γ2u3u1

)
,

which by (s7) simplifies to

w11 = ζ1 + γ1γ2γ3
(
u3(u1u2) + (u3u1)u2 − (u3u1)u2 − (u3u1)u2

)
= ζ1 − γ1γ2γ3[u1, u2, u3]

and, similarly, wii = ζi − γ1γ2γ3[u1, u2, u3] for i = 1, 2, 3. On the other hand,

w23 = γ3γ1ū3
(
(ξ3 + ξ1)ū2 + γ2u3u1

)
+ γ3ξ2

(
(ξ2 + ξ3)u1 + γ1u2u3

)
+ γ3

(
ξ2

3 + γ2γ3nC(u1) + γ3γ1nC(u2)
)
u1,
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which by (s8) simplifies to w23 = γ3w1. Similarly,

w32 = γ1γ2u2
(
(ξ1 + ξ2)u3 + γ3u1u2

)
+ γ2

(
ξ2

2 + γ3γ1nC(u2) + γ1γ2nC(u3)
)
ū1

+ γ2ξ3
(
(ξ2 + ξ3)ū1 + γ1u2u3

)
= γ2w̄1.

The same computation yields, more generally, w jl = γlwi, wl j = γ jw̄i which
completes the proof of the first part of (2).

Equation (1) amounts to saying that the squaring of Mat3(C) restricts to the
squaring of J. After linearizing, therefore, the symmetric matrix product xy+yx
of Mat3(C) restricts to the circle product x ◦ y of J. Hence (29.16.2), (1) and
the first equation of (2) imply

2x3 = x ◦ x2 = x(xx) + (xx)x = x3 − γ1γ2γ3[u1, u2, u3] + (xx)x,

which yields the second equation of (2). In order to derive (3), we note that
(2) holds strictly, so we are allowed to differentiate it at x in the direction y.
Doing so for the left-hand side,i.e., for x3 = Uxx, we apply (29a.13) and obtain
Uxy + Ux,yx = Uxy + x2 ◦ y = Uxy + (xx)y + yx2. Since the associator of C
is alternating, the same procedure applied to the middle term of (2) yields the
expression

yx2 + x(yx) + x(xy) + γ1γ2γ3
(
[u1, u2, v3] + [u2, u3, v1] + [u3, u1, v2]

)
13,

and comparing, we end up with the first formula of (3). The second one follows
by the same argument, using the second formula of (2) instead of the first.
Alternatively, we may invoke (29a.10) to conclude

2Uxy = x ◦ (x ◦ y) − x2 ◦ y = x(xy + yx) + (xy + yx)x − (xx)y − y(xx)

= x(yx) + (xy)x − [x, x, y] + [y, x, x],

so the second formula of (3) follows from this and the first. Subtracting the
middle term of (2) from the right one, we obtain (4). Invoking (33a.22), (33.9.2)
and (1), (2), we deduce

x♯x = (xx)x − T (x)xx + S (x)x = x3 − T (x)x2 + S (x)x + γ1γ2γ3[u1, u2, u3]13

=
(
N(x)1C + γ1γ2γ3[u1, u2, u3]1C

)
13,

hence (5), while (6) follows from (5) and xx♯+ x♯x = x◦ x♯ = 2N(x)13. Finally,
turning to (7), we replace x by x♯ in (6) and apply (33a.18) to conclude

x♯x♯♯ =
(
N(x)21C − γ1γ2γ3[u♯1, u

♯
2, u

♯
3]
)
13.

On the other hand, the adjoint identity and (5) yield

x♯x♯♯ = N(x)x♯x =
(
N(x)21C + γ1γ2γ3N(x)[u1, u2, u3]

)
13,

hence (7).



204 Solutions for Chapter VI

Solutions for Section 37

37.19 (a) We provide the solution to Exc. 16.26 with the following supplement.
Let f : M → N be a polynomial law over k, ε ∈ k an idempotent and x ∈ M.
Then the identifications

MR = εM, xR = x ⊗ ε = εx (R = εk ∈ k-alg, x ∈ M),

ditto for N, of 9.7 imply fR(εx) = fR(xR) = fk(x)R = ε fk(x), hence

fR(εx) = ε fk(x) (x ∈ M). (s1)

(b) Before dealing with the problem itself, we characterize the various types
of idempotents e ∈ J in the following way.

e = 0 ⇐⇒ T (e) = S (e) = N(e) = 0, (s2)

e is elementary ⇐⇒ T (e) = 1, S (e) = N(e) = 0 (s3)

⇐⇒ T (e) = 1, S (e) = 0,

e is co-elementary ⇐⇒ T (e) = 2, S (e) = 1, N(e) = 0 (s4)

⇐⇒ T (e) = 2, S (e) = 1,

e = 1 ⇐⇒ T (e) = S (e) = 3, N(e) = 1 ⇐⇒ N(e) = 1.
(s5)

In (s2), the implication from left to right is obvious. Conversely, assume T (e) =
S (e) = N(e) = 0. Then (33.9.2) implies e = e3 = 0. If e is elementary, then
T (e) = 1, e♯ = 0, hence S (e) = T (e♯) = 0, while N(e) = 0 has been noted
in 37.1. Conversely, assume T (e) = 1, S (e) = 0. Then (33a.22) yields e♯ =
e2 − e = 0, and e is elementary, proving (s3). In (s4), we have

e is co-elementary ⇐⇒ 1 − e is elementary

⇐⇒ T (1 − e) = 1, S (1 − e) = N(1 − e) = 0.

But T (1− e) = 3−T (e) and S (1− e) = S (1)−S (1, e)+S (e) = 3−2T (e)+S (e)
by (33a.2), while N(1 − e) = 1 − T (e) + S (e) − N(e) by (33a.6), (33a.1). This
proves (s4). Finally, if e = 1 in (s5), then T (e) = S (e) = 3 and N(e) = 1 by
(33a.1), (33a.2). Conversely, if N(e) = 1, then e ∈ J× by Cor. 33.10. Hence Ue

is a bijective projection by Prop. 31.2 and Thm. 32.2, which implies Ue = 1J ,
hence e = e2 = Ue1 = 1.

(c) Turning, finally, to the solution of the problem, we begin by showing
uniqueness, so let (ε(i))0≤i≤3 be a complete orthogonal system of idempotents
in k with the desired properties. For the sake of clarity, we write T (i), S (i),N(i)
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for the trace, quadratic trace, norm, respectively, of J(i) over k(i). Invoking (s1)–
(s5), we obtain

T (e) =
(
ε(i)T (e)

)
0≤i≤3 =

(
T (i)(ε(i)e)

)
0≤i≤3 =

(
T (i)(e(i))

)
0≤i≤3

= (0, ε(1), 2ε(2), 3ε(3))

and, similarly,

S (e) =
(
S (i)(e(i))

)
0≤i≤3 = (0, 0, ε(2), 3ε(3)), N(e) =

(
N(i)(e(i))

)
0≤i≤3 = (0, 0, 0, ε(3)).

Solving this system of linear equations in the unknowns ε(1), ε(2), ε(3), we ob-
tain (2)–(4). Now (1) follows from the completeness of the orthogonal system
(ε(i)).

(d) In order to prove existence, we define the ε(i), 0 ≤ i ≤ 3 by (1)–(4) and
must show that they have the desired properties. First of all, they clearly add up
to 1. Next we have to show that they are orthogonal idempotents, equivalently,
that ε(i)ε( j) = 0 for 0 ≤ i, j ≤ 3, i , j. To begin with, since N preserves
powers by (33a.21), and e, 1 − e are idempotents, so are ε(0), ε(3). Moreover,
ε(0)ε(3) = N(e)2N(1 − e) = N(Ue(1 − e)) = 0. Summing up, we have proved

ε(0)2 = ε(0), ε(3)2 = ε(3), ε(0)ε(3) = 0. (s6)

Next we apply (33.9.3) and obtain e = e4 = (T (e) − S (e) + N(e))e, hence
N(1 − e)e = 0. Since N(1 − e) = ε(3) by (s6) is an idempotent, applying T and
S to the preceding equation, we end up with

N(1 − e)e = 0, T (e)N(1 − e) = S (e)N(1 − e) = 0. (s7)

Combining with (2), (3), (s6), we conclude

ε(0)ε(1) = ε(0)ε(2) = 0. (s8)

On the other hand, replacing e by 1 − e in (s7) yields 0 = T (1 − e)N(e) =
3N(e) − T (e)N(e) and 0 = S (1 − e)N(e) = (3 − 2T (e) + S (e))N(e) = 3N(e) −
6N(e) + S (e)N(e), hence

T (e)N(e) = S (e)N(e) = 3N(e). (s9)

This implies ε(1)ε(3) = 3N(e)−6N(e)+3N(e) = 0, ε(2)ε(3) = 3N(e)−3N(e) = 0,
and we have

ε(1)ε(3) = ε(2)ε(3) = 0. (s10)

In view of (s6), (s8), (s10), the ε(i) will form a complete orthogonal system of
idempotents in k once we have shown ε(1)ε(2) = 0. To this end, we first note
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T (e) = T (e, e)+ T (1− e,Uee) = T (e, e)+ T (Ue(1− e), e) = T (e, e) by (33a.31)
and then apply (33a.13) to conclude 2S (e) = S (e, e) = T (e)2 − T (e, e), hence

2S (e) = T (e)2 − T (e). (s11)

Now we expand the last two equations of (s7) by using (s9) and (s11). We
obtain 0 = T (e) − T (e)2 + T (e)S (e) − 3N(e), hence

T (e)S (e) = 2S (e) + 3N(e), (s12)

and 0 = S (e) − 2S (e) − 3N(e) + S (e)2 − 3N(e), hence

S (e)2 = S (e) + 6N(e). (s13)

Using (s9), (s12), (s13), we can now compute

ε(1)ε(2) = T (e)S (e) − 3T (e)N(e) − 2S (e)2 + 6S (e)N(e) + 3S (e)N(e) − 9N(e)

= 2S (e) + 3N(e) − 9N(e) − 2S (e) − 12N(e) + 27N(e) − 9N(e)

= 0.

Thus (ε(i))0≤i≤3 is a complete orthogonal system of idempotents in k. In par-
ticular, we have e = (e(i))0≤i≤3, e(i) = ε(i)e ∈ J(i) for 0 ≤ i ≤ 3. From (s7)
we deduce e(0) = N(1 − e)e = 0, while (s1) implies N(3)(e(3)) = N(3)(ε(3)e) =
ε(3)N(e) = ε(3), hence e(3) = 1J(3) by (s5). It remains to show that e(1) ∈ J(1) is
elementary and e(2) ∈ J(2) is co-elementary, which follows from

T (1)(e(1)) = T (1)(ε(1)e) = ε(1)T (e) = T (e)2 − 2T (e)S (e) + 3T (e)N(e)

= T (e)2 − 4S (e) − 6N(e) + 9N(e) = T (e) − 2S (e) + 3N(e) = ε(1) = 1k(1) ,

S (1)(e(1)) = S (1)(ε(1)e) = ε(1)S (e) = T (e)S (e) − 2S (e)2 + 3S (e)N(e)

= 2S (e) + 3N(e) − 2S (e) − 12N(e) + 9N(e) = 0

and (s3) in the first case, and from

T (2)(e(2)) = T (2)(ε(2)e) = ε(2)T (e) = T (e)S (e) − 3T (e)N(e)

= 2S (e) + 3N(e) − 9N(e) = 2
(
S (e) − 3N(e)

)
= 2ε(2) = 2 · 1k(2) ,

S (2)(e(2)) = S (2)(ε(2)e) = ε(2)S (e) = S (e)2 − 3S (e)N(e) = S (e) + 6N(e) − 9N(e)

= S (e) − 3N(e) = ε(2) = 1k(2)

and (s4) in the second.

37.20 Applying equation (5) of Exc. 12.40 and the (bilinearized) gradient
identity, we expand N(q) = N(

∑
ui) =

∑
N(ui)+

∑
i, j T (u♯i , u j)+T (u1×u2, u3) =∑

N(ui) + T (u1 × u2, u3), where (33a.18) implies N(ui)2 = N(u♯i ) = 0. Since,
therefore, the scalars N(q) and T (u1 × u2, u3) differ by a nilpotent element in
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k, one of them is invertible if and only if so is the other. This proves the first
assertion. Now assume q ∈ J× and T (u1×u2, u3) ∈ k×. From (33a.7) we deduce
T (ui × u j, ul) = T (u1 × u2, u3). Hence the linear form x 7→ T (ui × u j, x) from J
to k takes ul to an invertible element in k, forcing ul ∈ J to be unimodular. The
adjoint identity (33a.5) in the special form N(ul)ul = u♯♯l = 0 therefore yields
N(ul) = 0. so we have

N(q) = T (u1 × u2, u3); (s1)

in particular,

p = q−1 = N(q)−1q♯ = T (u1 × u2, u3)−1
∑

(u j × ul) (s2)

since the ui, 1 ≤ i ≤ 3, have u♯i = 0. From (33a.7) we deduce T (u j × ul, u j) =
2T (u♯j, ul) = 0 and, similarly, T (u j × ul, ul) = 0. Applying (33.11.2), (33.11.5)

and (s2), we not only conclude u(♯,p)
i = N(p)Uqu♯i = 0 but also T (p)(ui) =

T (p, ui) = N(q)−1T (
∑

um × un, ui) = N(q)−1T (u j × ul, ui) = 1 by (s1). Thus
u1, u2, u3 are elementary idempotents in J(p). That they do, in fact, form an
elementary frame in that algebra will follow from Prop. 37.4 once we have
shown u1 ×

(p) u2 = 1(p) − u1 − u2 = p−1 − u1 − u2 = q − u1 − u2. In order to do
so, we first linearize (33.11.2) and apply (s1), (s2) to obtain

u1 ×
(p) u2 = N(q)−1Uq(u1 × u2)

= N(q)−1T (q, u1 × u2)q − N(q)−1q♯ × (u1 × u2) (s3)

= q − T (u1 × u2, u3)−1
∑

(u j × ul) × (u1 × u2)

The term for i = 3 in the sum on the very right of (s3) by (33a.10) gives
(u1 × u2)× (u1 × u2) = 2(u1 × u2)♯ = 2(T (u♯1, u2)u2 +T (u1, u

♯
2)u1 − u♯1 × u♯2) = 0.

On the other hand, invoking (33a.9) for x = ui, y = u j, z = ul, we deduce

(ui × u j) × (ui × ul) = T (u♯i , u j)ul + T (u♯i , ul)u j + T (ui × u j, ul)ui − u♯i × (u j × ul)

= T (u1 × u2, u3)ui

Plugging all this this into (s3) we end up with u1 ×
(p) u2 = q − u2 − u1, as

claimed.
Finally, in order to derive the very last statement of the problem, it suffices

to note
∑

ei = 1 and apply the previous parts of the problem.

37.21 (a) follows immediately from Exc. 28.20 (c), Exc. 34.23 and the defini-
tion of cubic ideals.

(b) Let e ∈ π−1(e0) be an idempotent. Then π(e) = e0, and with the usual
notational conventions, (34.10.6) implies π(e♯) = e♯0 = 0, so e♯ ∈ I is nilpotent.
But it is also an idempotent since (33a.20) implies e♯2 = e2♯ = e♯. Summing
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up, therefore, e♯ = 0. It remains to show T (e) = 1. From (34.10.5) we deduce
σ(T (e)) = T0(e0) = 1k0 , hence T (e) ∈ 1k + a ⊆ k×. Thus e ∈ J is unimodular.
On the other hand, (33a.12) and (33a.22) yield (1−T (e))e = 0, hence T (e) = 1,
as claimed.

37.22 (a) (i) ⇔ (ii). Condition (i) implies Γ′∆2Γ♯ = Γ′Γ′♯ = N(Γ′)13 =

N(∆)N(Γ)13 = ∆∆
♯ΓΓ♯. Canceling yields Γ′∆ = ∆♯Γ, hence (ii). Thus (i) im-

plies (ii). Conversely, suppose (ii) holds. Then Γ′∆ = ∆♯Γ, and taking norms
we conclude N(Γ′)N(∆) = N(∆)2N(Γ), hence the second relation of (i). More-
over, Γ′♯∆♯ = (Γ′∆)♯ = (∆♯Γ)♯ = ∆♯♯Γ♯ = N(∆)∆Γ♯ = ∆2∆♯Γ♯, which implies
Γ′♯ = ∆2Γ♯, hence the first relation of (i). Thus (i) holds.

(ii)⇒ (iii). Suppose (ii) holds. Hence so does (i). Since φ := φC,∆ preserves
base points, it suffices to show that it preserves adjoints as well (Exc. 34.18).
Accordingly, let

x =
∑

(ξieii + ui[ jl]) ∈ Her3(C,Γ) (ξi ∈ k, ui ∈ C, i = 1, 2, 3).

Then (36.4.4), (1) imply

φ(x♯) =
∑(

ξ jξl − γ jγlnC(ui)
)
eii +

∑(
− δ−1

i ξiui + δ
−1
i γiu jul

)
[ jl]. (s1)

On the other hand, (1), (36.4.4) and (i), (ii) yield

φ(x)♯ =
∑(

ξ jξl − γ
′
jγ
′
l nC(δ−1

i ui)
)
eii +

∑(
− ξiδ

−1
i ui + γ

′
i (δ
−1
j u j)(δ−1

l ul)
)
[ jl]

=
∑(

ξ jξl − δ
−2
i γ′jγ

′
l nC(ui)

)
eii +

∑(
− δ−1

i ξiui + δ
−1
j δ
−1
l γ′i u jul

)
[ jl]

=
∑(

ξ jξl − γ jγlnC(ui)
)
eii +

∑(
− δ−1

i ξiui + δ
−1
i γiu jul

)
[ jl],

and a comparison with (s1) gives the assertion.
Finally, let us assume that (iii) holds and 1C ∈ C is unimodular. We wish

to establish (ii), apply (37.7.4) to compute φ(1C[li] × 1C[i j]) = φ(1C[li]) ×
φ(1C[i j]) and obtain δ−1

i γi1C[ jl] = δ−1
j δ
−1
l γ′i 1C[ jl]. Hence γ′i 1C = δ jδlδ

−1
i γi1C ,

and (ii) follows.
(b) Let ε, ε1, ε2, ε3 ∈ k×. For (i), it suffices to put δ1 = δ2 = δ3 = ε in

(a), while (ii) follows by setting δi = ε jεl in (a) since this implies δ jδlδ
−1
i =

εlεiεiε jε
−1
j ε
−1
l = ε

2
i . Finally, in (iii), we put δi = γ

−1
i and have γ′i = γ

−1
j γ
−1
l γ2

i .

37.23 φ is a linear bijection which obviously preserves units. By Exc. 34.18 (a),
therefore, it suffices to show that φ preserves adjoints. For

x =
∑

(ξieii + ui[ jl]) ∈ J := Her3(C,Γ),

we note p−1 =
∑
γ−1

i eii and apply (33.11.2), (36.4.4), Prop. 32.12, (37.8.1) to
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conclude

x(♯,p) = N(p)Up−1 x♯ = γ1γ2γ3U∑
γ−1

i eii
x♯ = γ1γ2γ3

∑
(γ−2

i Ueii x
♯ + γ−1

j γ
−1
l Ue j j,ell x

♯)

= γ1γ2γ3

∑(
γ−2

i
(
ξ jξl − γ jγlnC(ui)

)
eii +

(
γ−1

j γ
−1
l (−ξiui + γiu jul)

)
[ jl]

)
=

∑(
γ−1

i
(
γ jγlξ jξl − γ

2
jγ

2
l nC(ui)

)
eii + γi(−ξiui + γiu jul)[ jl]

)
,

hence

φ(x(♯,p)) =
∑((

(γ jξ j)(γlξl) − nC(γ jγlui)
)
eii +

(
− (γiξi)(γ jγlui) + (γlγiu j)(γiγ jul)

)
[ jl]

)
=

(∑(
(γiξi)eii + (γ jγlui)[ jl]

))♯
= φ(x)♯,

as claimed.

37.24 Put

(D,∆) := (C,Γ)(p,q), ∆ = diag(δ1, δ2, δ3), δi = γ
(p,q)
i

for i = 1, 2, 3. Then C = D as k-modules, and we have

δ1 = nC(q)γ1, δ2 = nC(p)γ2, δ3 = nC(pq)−1γ3. (s1)

Moreover, from Exc. 17.12 we recall

nD(u) = nC(pq)nC(u), ū(p,q) = nC(pq)−1 pq ū pq = nC(pq)−1(pq)u(pq) (u ∈ C).
(s2)

Now let

x =
∑

(ξieii + ui[ jl]) ∈ Her3(D,∆) (ξi ∈ k, ui ∈ D, i = 1, 2, 3) (s3)

and write ♯p,q for the adjoint of the cubic Jordan matrix algebra Her3(D,∆).
Furthermore, denote by ηi, ζi ∈ k, vi,wi ∈ C the quantities satisfying

x♯p,q =
∑

(ηieii + vi[ jl]) ∈ Her3(D,∆), (s4)

φ(x)♯ =
∑

(ζieii + wi[ jl]) ∈ Her3(C,Γ).

Since

φ(x) =
∑

(ξieii + u′i[ jl]) ∈ Her3(C,Γ), (s5)

φ(x♯p,q ) =
∑

(ηieii + v′i[ jl]) ∈ Her3(C,Γ),

where the u′i , v
′
i are to be determined by ui, vi, respectively, via (2), we have to

show

ηi = ζi, v′i = wi (i = 1, 2, 3). (s6)
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Reading (36.4.4) in Her3(D,∆) and invoking (s1), (s2), we compute

η1 = ξ2ξ3 − δ2δ3nC(pq)nC(u1) = ξ2ξ3 − γ2γ3nC(p)nC(u1)

= ξ2ξ3 − γ2γ3nC(u′1) = ζ1,

η2 = ξ3ξ1 − δ3δ1nC(pq)nC(u2) = ξ3ξ1 − γ3γ1nC(q)nC(u2)

= ξ3ξ1 − γ3γ1nC(u′2) = ζ2,

η3 = ξ1ξ2 − δ1δ2nC(pq)nC(u3) = ξ1ξ2 − γ1γ2nC(pq)2nC(u3)

= ξ1ξ2 − γ1γ2nC(u′3) = ζ3.

This proves the first set of equations in (s6). In the second one, we have to
show v′i = wi for i = 1, 2, 3. The case i = 3 is comparatively harmless since

v′3 = (pq)v3(pq) = (pq)
(
− ξ3u3 + δ3(u1 p)(qu2)

(p,q))
(pq)

= − ξ3(pq)u3(pq) + γ3nC(pq)−1nC(pq)−1(pq)
(
pq (u1 p)(qu2) pq

)
(pq)

= − ξ3u′3 + γ3u′1u′2 = w3,

as desired. But the remaining cases i = 1, 2 are considerably more involved.
At a crucial stage, they require an application of (13.5.4) combined with the
Moufang identities:

v′1 = v1 p = (−ξ1u1 + δ1(u2 p)(qu3)
(p,q)

)p =

= − ξ1u1 p + γ1nC(q)nC(pq)−1(pq)
(
(u2 p)(qu3)

)
(pq)p,

where

(pq)
(
(u2 p)(qu3)

)
(pq) =

(
(pq)(u2 p)

)(
(qu3)(pq)

)
=

(
p(qu2)p

)(
q(u3 p)q

)
= p

[
(qu2)

(
p
(
q(u3 p)q

))]
= p

(
(qu2)

(
(pq)u3(pq)

))
= p(u′2u′3).

Hence Kirmse’s identities (17.4.1) yield

v′1 = − ξ1u′1 + γ1nC(p)−1 p(u′2u′3)p = −ξ1u′1 + γ1nC(p)−1(u′2u′3 p̄)p

= − ξ1u′1 + γ1u′2u′3 = w1.

Similarly,

v′2 = qv2 = q
(
− ξ2u2 + δ2(u3 p)(qu1)

(p,q))
= − ξ2qu2 + γ2nC(p)nC(pq)−1q(pq)

(
(u3 p)(qu1)

)
(pq),
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where

(pq)
(
(u3 p)(qu1)

)
(pq) =

(
(pq)(u3 p)

)(
(qu1)(pq)

)
=

(
p(qu3)p

)(
q(u1q)q

)
=

[((
p(qu3)p

)
q
)
(u1 p)

]
q =

((
(pq)u3(pq)

)
(u1 p)

)
q

= (u′3u′1)q.

Thus

v′2 = − ξ2u′2 + γ2nC(q)−1q(u′3u′1)q = −ξ2u′2 + γ2nC(q)−1q(q̄u′3u′1)

= − ξ2u′2 + γ2u′3u′1 = w2.

Now (3) follows since multiplying each entry of Γ(p,q) by nC(pq) and clearing
squares converts Γ(p,q) into Γ′, so Exc. 37.22 (b) applies.

37.25 Let α ∈ Centout(J). We have [α,Ux] = [α,Vx,y] = 0 for all x, y ∈ J
and must show α = ξ1J for some ξ ∈ k. Since α commutes with the Peirce
projections relative to the diagonal frame of J, it stabilizes the corresponding
Peirce components, so there are ξi ∈ k and k-linear maps φi : C → C such that

αeii = ξieii, αui[ jl] = φi(ui)[ jl] (ξi ∈ k, ui ∈ C, i = 1, 2, 3). (s1)

Applying (37.7.6) and (s1), we obtain γ jγlξ jell = U1C [ jl]ξ je j j = U1C [ jl]αe j j =

αU1C [ jl]e j j = γ jγlαell = γ jγlξlell, hence

ξ1 = ξ2 = ξ3 =: ξ. (s2)

Similarly, since ui[ jl] ◦ 1C[li] = γlūi[i j] by (37.7.4), applying (s1) again gives
γlφl(ūi)[i j] = αγlūi[i j] = αV1C [li]ui[ jl] = V1C [li]αui[ jl] = φi(ui)[ jl] ◦ 1C[li] =
γlφi(ui)[i j], hence

φi(ui) = φl(ūi) (ui ∈ C, i = 1, 2, 3) (s3)

On the other hand, (s1) and (37.7.5) imply γ jγlφi(vi)[ jl] = U1C [ jl]φi(vi)[ jl] =
U1C [ jl]αvi[ jl] = αU1C [ jl]vi[ jl] = γ jγlαv̄i[ jl] = γ jγlφi(v̄i)[ jl], hence

φi(vi) = φi(v̄i) (vi ∈ C, i = 1, 2, 3). (s4)

Combining (s3), (s4), we have

φ1 = φ2 = φ3 =: φ. (s5)

By (s2) and (s5), therefore, φ(u1)[23] = αu1[23] = αVu1[23]e22 = Vu1[23]αe22 =

ξu1[23] ◦ e22 = ξu1[23]. Thus φ = ξ1C , and we have shown α = ξ1J , as
claimed.

37.26 (a) We consider arbitrary elements

x =
∑

(ξieii + ui[ jl]), y =
∑

(ηieii + vi[ jl])
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in J, with ξi, ηi ∈ k, ui, vi ∈ C for i = 1, 2, 3. If I is an ideal in (C, ιC) and
I0 ⊆ I ∩ k is a weakly I-ample ideal in k, we must show that H := H3(I0, I,Γ)
is an outer ideal in J. For u ∈ I and v ∈ C we first note nC(u, v) = tC(uv̄) ∈ I0

since I ⊆ C is an ideal and I0 is weakly I-ample. Now assume y ∈ H, i.e.,
ηi ∈ I0 and vi ∈ I for i = 1, 2, 3. Inspecting (36.4.7) and applying the preceding
observation, we conclude T (x, y) ∈ I0, hence T (x, y)ξi ∈ I0 and T (x, y)ui ∈

I0C ⊆ IC ⊆ I. Thus T (x, y)x ∈ H. Moreover, since I is stabilized by ιC ,
and by (36.4.6), we have x × y ∈ H, which after replacing x by x♯ implies
Uxy ∈ H. Thus H is an outer ideal in J. Conversely, let this be so. Then the
Peirce projections relative to the diagonal frame of J, i.e., Ueii and Ue j j,ell for
i = 1, 2, 3 stabilize H and Prop. 37.8 yields

H =
∑(

(H ∩ keii) + (H ∩C[ jl])
)
. (s1)

We now put

I := {u ∈ C | u[23] ∈ H}, I0 := {ξ ∈ k | ξe11 ∈ H}, (s2)

which are k-submodules of C, k, respectively. For u ∈ I, we apply (37.7.5) and
obtain γ2γ3ū[23] = U1C [23]u[23] ∈ H, hence ū ∈ I. Thus Ī = I. From (37.7.4)
we conclude that u[ jl]× v[li] = u[ jl] ◦ v[li] belongs to H if one of the “factors”
does. We now claim

H ∩C[ jl] = I[ jl]. (s3)

for i = 1, 2, 3. This follows from (s2) for i = 1. Arguing by “cyclic induction
mod 3”, suppose (s3) holds for some i ∈ {1, 2, 3} and let u ∈ C. If u ∈ I,
then ū ∈ I, and (37.7.4) yields γ ju[li] = 1C[i j] × ū[ jl] ∈ H, hence u[li] ∈ H.
Conversely, if u[li] ∈ H, the H contains u[li] × 1C[i j] = γiū[ jl], which implies
ū ∈ I, hence u ∈ I. Thus (s3) holds for j instead of i, which completes its proof.
Next we claim

H ∩ keii = I0eii (s4)

for i = 1, 2, 3. Thanks to (s2), the case i = 1 is again obvious. Next suppose
(s4) holds for some i ∈ {1, 2, 3}; we must prove it for j. Let ξ ∈ k. For ξ ∈ I0

we obtain ξeii ∈ H, so H by (37.7.6) contains U1C [i j]ξeii = γ jγlξe j j, hence
ξe j j. Conversely, if ξe j j ∈ H, then H contains U1C [i j]ξe j j = γiγ jξeii, and we
conclude ξ ∈ I0. This completes the proof of (s4). Combining (s1) with (s3),
(s4), we obtain

H =
∑

(I0eii + I[ jl]), (s5)

and it remains to show that (i) I is an ideal in (C, ιC), (ii) I0 ⊆ I ∩ k, and
(iii) I0 is weakly I-ample. For u ∈ I, v ∈ J, we combine (37.7.4) with (s3)
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to obtain γ1uv[23] = v̄[31] ◦ ū[12] ∈ H, hence uv ∈ I. Thus I, being stable
under conjugation, is an ideal in (C, ιC), and (i) is proved. Turning to (ii), let
ξ ∈ I0. Then (37.8.1), (32.15.3) imply C[23] = J23 ⊆ J1(e22), and (32.2.7)
yields ξ[23] = (ξ1C)[23] = e22 ◦ (ξ1C)[23] = (ξe22) ◦ 1C[23] ∈ H, hence
ξ ∈ I. This proves (ii). Finally, turning to weak I-ampleness, let u ∈ I. Then
H contains {u[23]e221C[23]} = γ2γ3tC(u)e33 (by (37.7.6) linearized), which
implies tC(u) ∈ I0 by (s4) and completes the proof (iii).

(b) Let I be an ideal in (C, ιC) and I0 an ideal in k that is weakly I-ample
and contained in I ∩ k. By (a) it will be enough to show that H := H(I0, I,Γ)
is an inner ideal of J if and only if I0 is I-ample. Suppose first that H ⊆ J
is an inner ideal and let u ∈ I. Then H contains Uu[23]e22, which by (37.7.6)
agrees with γ2γ3nC(u)e33, and we conclude nC(u) ∈ I0. Thus I0 is I-ample.
Conversely, let this be so. For x ∈ H, i.e., ξi ∈ I0 and ui ∈ I, i = 1, 2, 3, we
obtain T (x, y)ξi ∈ I0, T (x, y)ui ∈ I, hence T (x, y)x ∈ H. Moreover, x♯ ∈ H by
(36.4.4) since I0 is I-ample. But then x♯ × y ∈ H after inspecting (36.4.6), and
we conclude Uxy ∈ H. Summing up, we have shown that H ⊆ J is an inner
ideal.

(c) For ξ ∈ I ∩ k we obtain 2ξ = tC(ξ1C) ∈ I0. Thus 2(I ∩ k) ⊆ I0. The rest is
clear.

(d) Let H be an outer ideal in J. The (a) implies H = H(I0, I,Γ) for some
ideal I ⊆ (C, ιC) and some weakly I-ample ideal I0 of k contained in I ∩ k. By
Exc. 19.34, there exists an ideal a ⊆ k such that I = aC and I0 ⊆ I ∩ k = a.
Since C is regular, its trace form is surjective (Lemma 19.15), so some u ∈ C
has tC(u) = 1. For ξ ∈ a, we obtain ξu ∈ I and therefore ξ = tC(ξu) ∈ tC(I) ⊆ I0

by weak I-ampleness. This proves I0 = a, hence H = aJ by (1).

Finally, we must show that the homomorphism ϕ is injective. By what we
have just seen, Ker(ϕ) = aJ for some ideal a ⊆ k, so it will be enough to
prove a = {0}. But this is clear since α ∈ a implies α1J ∈ Ker(ϕ), hence
α1A = ϕ(α1J) = 0. But 1A ∈ A is unimodular, which implies α = 0, as
claimed.

(e) By Kaplansky’s theorem (Prop. 19.9), C is either a regular composition
algebra or a purely inseparable field extension K/F of characteristic 2 and
exponent at most 1. In the former case, the assertion follows immediately from
(d). In the latter case, we first note that the bilinearized norm of C = K is zero
and hence Rad(T ) = H({0},K,Γ) is an outer ideal in J. Conversely, suppose
H ⊆ J is a non-zero outer ideal and write H = H(I0, I,Γ) with I0, I as in (a).
Then H , {0} implies I , {0}, hence I = K, while I0 ⊆ I ∩ F = F is an ideal
in F, weak I-ampleness being automatic. If I0 = {0}, then H = Rad(T ), and if
I0 = F, then H = J. Thus J is simple but nor outer simple.
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37.27 (a) We have Ux = 0 and must show Ux♯ = 0, i.e., Ux♯y = 0 for all
y ∈ J. Since cubic Jordan algebras are invariant under base change, viewing
Ux♯ as a polynomial law over k and applying Prop. 12.24 allow us to assume
y ∈ J×. Then (33.10.1) for x = y−1 and (33a.20) imply Ux♯y = N(y)Ux♯y−1♯ =

N(y)(Uxy−1)♯ = 0.
(b) (i) ⇒ (ii). By (i) we have x2 = Ux1 = 0, and since k is reduced,

Exc. 34.23 shows T (x) = S (x) = N(x) = 0. By (33a.22), therefore, x♯ =
x2 − T (x)x + S (x)1 = 0. Thus T (x, y)x = Uxy = 0, which implies T (x, y)2 =

T (T (x, y)x, y)) = 0, hence T (x, y) = 0 by our hypothesis on k. Summing up,
(ii) holds.

(ii)⇒ (i). Obvious, by the formula for the U-operator.
(ii) ⇒ (iii). The adjoint identity yields N(x)x = x♯♯ = 0, and applying the

norm we obtain N(x)4 = 0, hence N(x) = 0.
(c) Let x ∈ J be an absolute zero divisor and assume first that k is reduced.

Then (b) implies T (x, y) = T (x♯, y) = N(x) = 0 for all y ∈ J, and Exc. 34.23
shows x ∈ Nil(J).

Next assume that k is arbitrary. Then k̄ := k/Nil(k) ∈ k-alg is reduced, and
we have a canonical identification Jk̄ = J̄ := J/Nil(k)J via 9.3, matching zk̄

for z ∈ J with z̄, the image of z under the natural map J → J̄. Since x is an
absolute zero divisor in J, x̄ is one in J̄, so by the special case just treated
we have T̄ (x̄, ȳ) = T̄ (x̄♯, ȳ) = N̄(x̄) = 0 for all y ∈ J, where T̄ = Tk̄ (resp.
N̄ = N ⊗ k̄) is the bilinear trace (resp, norm) of J̄ over k̄. But this means that
T (x, y), T (x♯, y), N(x) are nilpotent elements of k, for all y ∈ J, which means
x ∈ Nil(J).

(d) Let F be a field of characteristic 2, K/F a purely inseparable field exten-
sion of exponent at most 1, Γ = diag(γ1, γ2, γ3) ∈ GL3(F) and J = Her3(K,Γ).
By Exc. 37.26, J is a simple Jordan algebra over F. If u1, u2, u3 ∈ K are not
all zero, neither is x :=

∑
ui[ jl] ∈ J. Moreover, since the bilinearized norm of

K/F is zero, (36.4.5) and (36.4.7) show N(x) = 0 and T (x, y) = 0 for all y ∈ J,
so x satisfies condition (iii) of (b). On the other hand,

x♯ =
∑

(γ jγlnK(ui)eii + γiu jul[ jl]) , 0,

whence (b) shows that x is not an absolute zero divisor of J.
(e) First assume Nil(J) = {0}. We have seen in Exc. 28.20 (c) that Nil(k)J is

a nil ideal in J. This proves Nil(k)J = {0}, and in particular Nil(k)1 = {0}. But
1 ∈ J is unimodular, and we conclude that k is reduced. Now let x ∈ J be an
absolute zero divisor. Then (b) implies N(x) = T (x, y) = T (x♯, y) = 0 for all
y ∈ J. From Exc. 34.23 we therefore deduce x ∈ Nil(J), hence x = 0, and J has
no absolute zero divisors. Conversely, let k be reduced and suppose J has no
absolute zero divisors. For x ∈ Nil(J) and y ∈ J, we have T (x, y) = T (x♯, y) =
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N(x) = 0. This implies x♯♯ = N(x)x = 0, so x♯ is an absolute zero divisor by
(b), forcing x♯ = 0 by hypothesis. But then, again by (b), x is an absolute zero
divisor, and we conclude x = 0, as desired.

37.29 Let i = 0, 2. Then Ji(e)∩Nil(J) is a nil ideal in Ji(e) and hence contained
in Nil(Ji(e)). It therefore remains to prove the converse, i.e.,

Nil
(
Ji(e)

)
⊆ Nil(J) (i = 0, 2). (s1)

In order to do so, we first reduce to the case that e is elementary. Indeed, assume
that this case has been settled and let e be arbitrary. Clearly, (s1) holds for e if
and only if it holds for the complementary idempotent 1J − e. By assumption,
therefore, it holds for e = 0, 1J , e elementary and e co-elementary. Applying
now Exc. 37.19 and setting e(0) = 0, e(1) = 1J(3) , we observe that taking nil
radicals commutes with direct products of ideals. Hence Ji(e) =

∏3
l=0 J(l)

i (e(l))
implies

Nil
(
Ji(e)

)
=

3∏
l=0

Nil
(
J(l)

i (e(l))
)
⊆

3∏
l=0

Nil(J(l)
i ) = Nil(J)

and completes the reduction. We may thus assume that e is elementary. Let us
first consider the case i = 2. Since Nil(k) = Nil(k(+)) and the map α 7→ αe is
an isomorphism from k(+) to J2(e) = ke, Exc. 28.20 (c) implies Nil(J2(e)) =
Nil(k)e ⊆ Nil(k)J ⊆ Nil(J), as claimed. We are left with the case i = 0. Let
x ∈ Nil(J0(e)) and put f := 1 − e. Combining Cor. 37.3 with Exc. 29.21, we
conclude S (x), S (x, y) ∈ Nil(k) for all y ∈ J0(e), hence in particular T (x) =
S (x, f ) ∈ Nil(k). Thus (33a.13) implies T (x, y) = T (x)T (y) − S (x, y) ∈ Nil(k)
for all y ∈ J0(e), and since the Peirce components of J relative to e are or-
thogonal with respect to the bilinear trace, by Prop. 37.2 (b), this amounts to
T (x, J) ⊆ Nil(k). On the other hand, from Prop. 37.2 (c) we deduce x♯ = S (x)e,
hence in particular, T (x♯, J) = S (x)T (e, J) ⊆ Nil(k). And finally, N( f ) =
N(1 − e) = 1 − T (e) + T (e♯) − N(e) = 0 and (33a.21) yield N(x) = N(U f x) =
N( f )2N(x) = 0. Summing up, Exc. 34.23 now shows x ∈ Nil(J), and the proof
is complete.

37.30 We put I0 := Nil(k), I := Nil(C). In (1), the inclusion follows from
Exc. 16.18 (c). As to the rest, we clearly have I ∩ k ⊆ I0, while Exc. 7.13
implies I0 ⊆ I0C ⊆ I. By Exc. 37.26 (b), therefore,

H3(I0, I,Γ) =
∑

(I0eii + I[ jl])

is an ideal in J := Her3(C,Γ). Now let ξi ∈ I0, ui ∈ I, ηi ∈ k, vi ∈ C for
i = 1, 2, 3 and put

x :=
∑

(ξieii + ui[ jl]) ∈ H3(I0, I,Γ), y :=
∑

(ηieii + vi[ jl]) ∈ J.
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Using Exc. 16.18 (c), (36.4.5), (36.4.7), (36.4.10) and the relation nC(ui, vi) =
tC(uiv̄i), one checks that T (x, y), T (x♯, y), N(x) all belong to I0. Hence Exc. 34.23
implies H3(I0, I,Γ) ⊆ Nil(J). Conversely, let x ∈ Nil(J) and i = 1, 2, 3.
Then Exc. 37.29 and the Peirce rules show ξieii = Ueii x ∈ J2(eii) ∩ Nil(J) =
Nil(J2(eii)) = I0eii, and we conclude ξi ∈ I0. On the other hand,

ui[ jl] = Ue j j,ell x ∈ Nil(J) ∩ J0(eii) = Nil
(
J0(eii)

)
,

again by Exc. 37.29. But, by Cor. 37.3, J0(eii) is the Jordan algebra of the
pointed quadratic module (M0, S 0, f ), where M0 = J0(eii) as k-modules, S 0 =

S |M0 and f = 1J − eii = e j j + ell. Here Exc. 29.21 and (36.4.9), (36.4.11) imply
that S (ui[ jl]) = −γ jγlnC(ui) and S (ui[ jl], vi[ jl]) = −γ jγlnC(ui, vi) belong to
I0 for all vi ∈ C. From Exc. 17.9 we therefore conclude ui ∈ I, hence x ∈
H3(I0, I,Γ), and (2) follows.

Since (I0, I) is a conic ideal in C by Exc. 16.25 (b), we deduce from Exc. 16.24 (c)
that there exists a unique way of viewing C0 as a conic k0-algebra making π
a σ-semi-linear homomorphism of conic algebras, and since C is multiplica-
tive alternative, so is C0. Now put J′0 := Her3(C0,Γ0) as a cubic Jordan matrix
algebra over k0 and consider the map Φ : J → J′0 defined by

Φ
(∑

(ξieii + ui[ jl])
)

:=
∑(

σ(ξi)eii + π(ui)[ jl]
)

(s1)

for ξi ∈ k, ui ∈ C, i = 1, 2, 3. Obviously, Φ is σ-semi-linear preserving base
points and, using (16.17.2), one checks that it makes a commutative diagram

J
Φ
//

♯J

��

J′0
♯J′0

��
J

Φ
// J′0

of set maps. Hence, by Exc. 34.22 (b) and (2), Φ is a surjective σ-semi-linear
homomorphism of cubic Jordan algebras with kernel Nil(J). By Exec. 37.21,
on the other hand, J0 := J/Nil(J) carries the unique structure of a cubic Jordan
algebra over k0 making the canonical projection Π : J → J0 a σ-semi-linear
homomorphism of cubic Jordan algebras. Since Φ and Π are σ-semi-linear
surjective with the same kernel, there is a unique isomorphism Ψ : J0

∼
→ J′0 of

Jordan algebras over k0 such that the diagram

J
Π

��

Φ

��
J0

∃!Ψ

� // J′0
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commutes. It follows that

J
Π
//

NJ

��

J0

NJ′0
◦Ψ

��
NJ0

��
k

σ
// k0

with both vertical arrows on the right is a commutative σ-semi-linear polyno-
mial square. Since Π is surjective, we conclude NJ′0 ◦ Ψ = NJ0 as cubic forms
over k0, whence Ψ may be used to identify J0 = J′0 as cubic Jordan algebras
over k0. this completes the proof.

37.31 We put

M := {
∑

ξiei | ξi ∈ k, ξiJi j = {0} for i = 1, 2, 3},

N := {
∑

ξiei | ξ
2
i = 2ξi = 0 for i = 1, 2, 3}.

By Exc. 29.18 (c), Rex(J) ⊆ J is an ideal. Thus, given x =
∑

(ξiei + v jl) ∈
Rex(J), ξi ∈ k, v jl ∈ J jl, its Peirce components relative to (e1, e2, e3) by
Prop. 32.12 belong to Rex(J) as well, so we have ξiei, v jl ∈ Rex(J) for 1 ≤
i ≤ 3. Here (32.2.7) and (32.15.2) imply v jl = e j ◦ v jl = Uv jl,1 e j = 0, hence
x =

∑
ξiei. Similarly, ξiJi j = ξiei ◦ Ji j = Uξiei,1Ji j = {0}, and we have

shown Rex(J) ⊆ M. Now suppose x =
∑
ξiei, ξi ∈ k, satisfies x ∈ M, i. e.,

ξiJi j = {0} for 1 ≤ i ≤ 3. Setting u12 := u23 × u31, we have u jl ∈ J jl by
Prop. 37.13 and S (u jl) ∈ k× by Lemma 37.14 for i = 1, 2, 3. In particular,
ξ2

i S (ui j) = S (ξiui j) = 0 and 2ξiS (ui j) = S (ξiui j, ui j) = 0 imply M ⊆ N, and
we have Uξiei = 0. Moreover, the assignment x 7→ x × u jl by Lemma 37.14
gives a linear bijection from Ji j to Jli. Hence ξiJli = ξiJi j × u jl = {0} and then
ξiJ jl = ξiJli × ui j = {0}. Summing up, we have shown

ξiJ =
∑

m

(kξi)em,

and from the Peirce rules we conclude

{(ξiei)JJ} = {ei(ξiJ)J} =
∑

m

{ei(kξi)emJ} = {eiei(ξiJ)} =
∑

m

{eiei(kξi)em}

= kξi{eieiei} = 2kξiei = {0}.

But this means Uξiei,J = {0}, and we have shown x =
∑
ξiei ∈ Rex(J). This

completes the proof of (1). Now let (C,Γ) be a co-ordinate pair over k and put
(J,S) := Her3(C,Γ) as a co-ordinated cubic Jordan algebra over k. By (1), and
with the notation used before, the elements of Rex(J) have the form

∑
ξieii,

ξi ∈ k, ξiJi j = 0 for 1 ≤ i ≤ 3. But Ji j = C[i j] by Prop. 37.8, and we conclude
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ξiC = {0}. In particular, ξi1C = 0, and if 1C ∈ C is unimodular, we deduce
ξi = 0. Thus the extreme radical of J is zero.

Finally, let k0 be any commutative ring in which 2 = 0 and let k := k0[ε] be
the k0-algebra of dual numbers. Then k0 may be viewed as an algebra C ∈ k-alg
under the homomorphism k → k0 satisfying ε 7→ 0. The squaring α0 7→ α2

0
may be regarded as a k0-quadratic map nC : C → k with zero bilinearization,
which is in fact k-quadratic since

nC
(
(β0 + γ0ε)α0

)
= nC(β0α0) = β2

0nC(α0) = (β0 + γ0ε)2nC(α0)

for all α0, β0, γ0 ∈ C. Thus C together with nC is a multiplicative conic com-
mutative associative k-algebra such that εC = {0}, and the extreme radical of J
is different from zero.

37.32 (a) If

(C,Γ)
(η,∆)

// (C′,Γ′)
(η′,∆′)

// (C′′,Γ′′)

are morphisms of co-ordinate pairs, so obviously is

(η′,∆′) ◦ (η,∆) := (η′ ◦ η,∆′∆) : (C,Γ) −→ (C′′,Γ′′). (s1)

It is straightforward to check that we obtain a category in this way, denoted by
k-copa. For example, the identity morphism of (C,Γ) is 1(C,Γ) := (1C , 13).

(b) If

(J,S)
(φ;δ1,δ2)

// (J′,S′)
(φ′;δ′1,δ

′
2)
// (J′′,S′′)

with S′′ = (e′′1 , e
′′
2 , e
′′
3 , u

′′
23, u

′′
31) are morphisms of co-ordinated cubic Jordan

algebras, so is

(φ′; δ′1, δ
′
2) ◦ (φ; δ1, δ2) := (φ′ ◦ φ; δ′1δ1, δ

′
2δ2) : (J,S) −→ (J′′,S′′). (s2)

since (φ′ ◦ φ)(ei) = φ′(e′i) = e′′i for i = 1, 2, 3 by (iii) and (φ′ ◦ φ)(u jl) =
φ′(δ−1

i u′jl) = δ
′−1
i δ−1

i u′′jl for i = 1, 2 by (iv).
It is straightforward to check that we obtain a category in this way, denoted

by k-cocujo. For example, the identity morphism of (J,S) is 1(J,S) := (1J; 1, 1).
(c) Let η : C → C′ be a homomorphism of multiplicative conic alternative

k-algebras. We define

Her3(η) : Her3(C,Γ) −→ Her3(C′,Γ)

component-wise by

Her3
(
η)

(∑
(ξieii + ui[ jl])

)
:=

∑(
ξieii + η(ui)[ jl]

)
(s3)

for ξi ∈ k, ui ∈ C, i = 1, 2, 3. Strictly speaking, Her3(η) depends not only on η
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(and thus on C and C′) but also on Γ. However, it will always be clear from the
context which Γ we have in mind. Since η by definition preserves units, norms,
traces and conjugations, we easily deduce from (36.4.3)–(36.4.5) that Her3(η)
is a homomorphism of cubic Jordan algebras. Given homomorphisms

C
η

// C′
η′

// C′′

of multiplicative conic alternative algebras, (s3) easily implies Her3(η′ ◦ η) =
Her3(η′) ◦ Her3(η).

Now let (η,∆) : (C,Γ) → (C′,Γ′) with ∆ = diag(δ1, δ2, δ3) ∈ Diag3(k)× be a
homomorphism of co-ordinate pairs. We claim that

Her3(η,∆) :=
(

Her3(η,∆); δ1, δ2) : Her3(C,Γ) −→ Her3(C′,Γ′) (s4)

is a homomorphism of co-ordinated cubic Jordan algebras. Indeed, since Γ′ =
∆♯∆−1Γ by (ii), Exc. 37.22 shows that Her3(η,∆) = Her3(η) ◦ φC,∆ = φC′,∆ ◦

Her3(η) is a homomorphism of the underlying cubic Jordan algebras and by (1)
satisfies Her3(η,∆)(eii) = eii for i = 1, 2, 3 and Her3(η,∆)(1C[ jl]) = (δ−1

i 1C′ )[ jl]
for i = 1, 2.

It is straightforward to check using (1) that in this way we obtain a functor

Her3 : k-copa −→ k-cocujo. (s5)

(d) Writing T ′, S ′ for the trace, quadratic trace of J′, we put

S = (e1, e2, e3, u23, u31), ω := ωJ,S,

(C,Γ) := Cop(J,S) = (CJ,S,ΓJ,S), Γ = diag(γ1, γ2, γ3),

S
′ = (e′1, e

′
2, e
′
3, u
′
23, u

′
31), ω′ := ωJ′,S′ ,

(C′,Γ′) := Cop(J′,S′) = (CJ′,S′ ,ΓJ′,S′ ), Γ′ = diag(γ′1, γ
′
2, γ
′
3).

to deduce from (37.15.1) and (iv)

ω′ = S ′(u′23)−1S ′(u′31)−1 = S ′(δ1φ(u23))−1S ′(δ2φ(u31))−1

= δ−2
1 δ−2

2 S (u23)−1S (u31)−1,

which amounts to

ω′ = δ−2
1 δ−2

2 ω. (s6)

Now let v,w ∈ C = J12. Then (s6) combines with (37.15.3) to imply

φ12(v)φ12(w) = ω′
(
φ(v) × u′23

)
×

(
u′31 × φ(w)

)
= δ−2

1 δ−2
2 δ1δ2ω

(
φ(v) × φ(u23)

)
×

(
φ(u31) × φ(w)

)
= δ−1

1 δ−1
2 ωφ

(
(v × u23) × (u31 × w)

)
= δ−1

1 δ−1
2 φ12(vw),
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and we conclude

φ12(vw) = δ1δ2φ12(v)φ12(w) (v,w ∈ C = J12). (s7)

In accordance with (2), we now define η := δ1δ2φ12 : C → C′. Given v,w ∈ C
and applying (s7), we deduce η(vw) = δ1δ2φ12(vw) = δ1δ2φ12(v)δ1δ2φ12(w) =
η(v)η(w), so η is an algebra homomorphism which by (37.15.6), (37.15.4),
(s6) satisfies η(1C) = δ1δ2φ(u23 × u31) = δ1δ2φ(u23) × φ(u31) = u′23 × u′31 =

1C′ , nC′ (η(v)) = −ω′S ′(δ1δ2φ(v)) = −δ2
1δ

2
2ω
′S ′(φ(v)) = −ωS (v) = nC(v).

Summing up we have thus shown that η : C → C′ is a homomorphism of conic
algebras, so condition (i) holds for (η,∆). We now verify condition (ii). An
application of (37.15.10) yields γ′1 = −S ′(u′31) = −δ2

2S ′(φ(u31)) = −δ2
2S (u31),

γ′2 = −S ′(u′23) = −δ2
1S ′(φ(u23)) = −δ2

1S (u23), and we conclude

γ′1 = δ
2
2γ1, γ′2 = δ

2
1γ2, γ′3 = γ3 = 1. (s8)

In view of (2), (s8), we therefore have δ2δ3δ
−1
1 γ1 = δ2δ1δ2δ

−1
1 γ1 = δ

2
2γ1 = γ

′
1,

δ3δ1δ
−1
2 γ2 = δ1δ2δ1δ

−1
2 γ2 = δ2

1γ2 = γ′2, δ1δ2δ
−1
3 γ3 = γ3 = γ′3, which comes

down to δ jδlδ
−1
i γi = γ′i for i = 1, 2, 3, hence to Γ′ = ∆♯∆−1Γ, and we have

shown that condition (ii) holds as well. Thus Cop(φ; δ1, δ2) is indeed a mor-
phism of co-ordinate pairs. It remains to show compatibility with composi-
tions, so let

(J,S)
(φ;δ1,δ2)

// (J′,S′)
(φ′;δ′1,δ

′
2)
// (J′′,S′′),

be morphisms of co-ordinated cubic Jordan algebras. Setting∆′ := diag(δ′1, δ
′
2, δ
′
3),

δ′3 := δ′1δ
′
2, gives

∆′∆ = diag
(
δ′1δ1, δ

′
2δ2, (δ′1δ1)(δ′2δ2)

)
Applying (2), we therefore conclude

Cop(φ′1; δ′1, δ
′
2) ◦ Cop(φ; δ1, δ2) = (δ′1δ

′
2φ
′
12,∆

′) ◦ (δ1δ2φ12,∆)

= (δ′1δ
′
2δ1δ2φ

′
12 ◦ φ12,∆

′∆)

=
((
δ′1δ1

)(
δ′2δ2

)(
φ′ ◦ φ

)
12, diag

(
δ′1δ1, δ

′
2δ2, (δ′1δ1)(δ′2δ2)

))
= Cop(φ′ ◦ φ; δ′1δ1, δ

′
2δ2) = Cop

(
(φ′; δ′1, δ

′
2) ◦ (φ; δ1, δ2)

)
,

and the assertion follows. Thus we have indeed a functor

Cop: k-cocujo −→ k-copa.

(e) We employ the standard notation of 37.10 for the co-ordinated cubic Jor-
dan algebra (J,S) := Her3(C,Γ) and then combine (37.15.2) with Prop. 37.8 to
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conclude C′ = J12 = C[12] as k-modules, giving the first assertion. Applying
(37.11.1), (37.11.2), (37.15.1), (36.4.9), we obtain

ω = S (1C[23])−1S (1C[31])−1 = (−γ2γ3n(1C))−1(−γ3γ1n(1C))−1,

hence

ω = γ−1
1 γ−1

2 γ−2
3 . (s9)

Now, for v,w ∈ C, the multiplication in C′ by (37.15.3), (s9), (37.7.4) may be
expressed as

v[12]w[12] = ω(v[12] × 1C[23]) × (1C[31] × w[12]) = γ−1
1 γ−1

2 γ−2
3 γ2γ1v̄[31] × w̄[23]

= γ−2
3 γ3w̄v̄[12] = γ−1

3 (vw)[12],

which amounts to

(vw)[12] = γ3v[12]w[12] (v,w ∈ C). (s10)

Similarly, combining (37.15.6) and (37.11.1) with (37.7.4) yields 1C′ = 1C[23]×
1C[31] = γ31̄C[12], hence

1C′ = γ31C[12]. (s11)

Also, using (37.15.4), (36.4.9), we obtain

nC′ (v[12]) = −ωS (v[12]) = −γ−1
1 γ−1

2 γ−2
3 (−γ1γ2nC(v)),

which may be summarized to

nC′ (v[12]) = γ−2
3 nC(v) (v ∈ C). (s12)

Invoking (s10)–(s12), the map ψ := ψC,Γ satisfies

ψ(vw) = γ3(vw)[12] = γ3v[12]γ3w[12] = ψ(v)ψ(w),

ψ(1C) = γ31C[12] = 1C′ ,

nC′
(
ψ(v)

)
= nC′ (γ3v[12]) = γ2

3γ
−2
3 nC(v) = nC(v)

for all v,w ∈ C. Hence ψ : C → C′ is an isomorphism of conic algebras.
Finally, setting Γ′ = diag(γ′1, γ

′
2, γ
′
3) and observing (37.15.10), (37.11.1), we

deduce γ′1 = −S (1C[31]) = γ3γ1nC(1C), γ′2 = −S (1C[23]) = γ2γ3nC(1C),
which yields

γ′1 = γ3γ1, γ′2 = γ2γ3, γ′3 = 1. (s13)

Combining (s13) with (5), we obtain λ2λ3λ
−1
1 γ1 = γ3γ1 = γ′1, λ3λ1λ

−1
2 γ2 =

γ3γ2 = γ
′
2, λ1λ2λ

−1
3 γ3 = γ

−1
3 γ3 = 1 = γ′3, which may be unified to λ jλlλ

−1
i γi =
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γ′i . Thus, setting Λ := ΛC,Γ, we see Γ′ = Λ♯Λ−1Γ. Hence ΨC,Γ is an isomor-
phism of co-ordinate pairs, as claimed.

(f) This is clear since Φ = ΦJ,S as defined in Thm. 37.17 matches exactly
the diagonal co-ordinate system of Her3(C,Γ) with the co-ordinate system S
of J.

(g) It suffices to show

(v) that the ΦJ;S for all co-ordinated cubic Jordan algebras (J,S) over k
determine an isomorphism

Her3 ◦ Cop
∼
−→ Idk-cocujo

of functors from k-cocujo to itself and, similarly,
(vi) that the ΨC,Γ for all co-ordinate pairs (C,Γ) over k determine an iso-

morphism

Idk-copa
∼
−→ Cop ◦Her3

of functors from k-copa to itself.

We begin with (v). Given a co-ordinated cubic norm structure (J,S) over k,
Thm. 37.17 shows that

ΦJ,S : (Her3 ◦ Cop)(J,S)
∼
−→ (J,S)

is an isomorphism in k-cocujo. Thus, by [15, Def. 1.3, p. 23], the proof will be
complete once we have shown that any homomorphism (φ; δ1, δ2) : (J,S) →
(J′,S′) of co-ordinated cubic Jordan algebras gives rise to a commutative dia-
gram

(Her3 ◦ Cop)(J,S)
ΦJ,S

� //

(Her3◦Cop)(φ;δ1,δ2)

��

(J,S)

(φ;δ1,δ2)

��
(Her3 ◦ Cop)(J′,S′)

ΦJ′ ,S′

� // (J′,S′).

(s14)

In order to establish the commutativity of (s14), we write S (resp. S ′) for
the quadratic trace of J (resp. J′); moreover, we put S = (e1, e2, e3, u23, u31),
S′ = (e′1, e

′
2, e
′
3, u
′
23, u

′
31).

Applying (7), we first obtain (φ; δ1, δ2)◦ΦJ,S = (φ; δ1, δ2)◦(ϕJ,S; 1, 1), hence

(φ; δ1, δ2) ◦ ΦJ,S = (φ ◦ ϕJ,S; δ1, δ2). (s15)
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On the other hand, setting

η := δ1δ2φ12, ∆ := diag(δ1, δ2, δ1δ2) ∈ Diag3(k)×, (s16)

we deduce from (s4)), (s16) that

ΦJ′,S′ ◦Her3
(

Cop(φ; δ1, δ2)
)
= (ϕJ′,S′ ; 1, 1) ◦Her3(η,∆)

= (ϕJ′,S′ ; 1, 1) ◦
(

Her3(η,∆); δ1, δ2
)

=
(
ϕJ′,S′ ◦ Her3(η,∆); δ1, δ2

)
,

so in view of (s15), it suffices to show

φ ◦ ϕJ,S = ϕJ′,S′ ◦ Her3(η,∆). (s17)

In order to do so, we write (C,Γ) := Cop(J,S) (resp. (C′,Γ′) = Cop(J′,S′)).
Combining (37.17.1) with condition (a), (i) of Exc. 37.22, we obtain φ◦ϕJ,S(eii) =
φ(ei) = e′i = ϕJ′,S′ (eii) = ϕJ′,S′ ◦ Her3(η,∆)(eii) for i = 1, 2, 3, so it remains to
show that both sides of (s17) agree on vi[ jl], for all vi ∈ C = J12, i = 1, 2, 3.
Since η as defined in (s16), being an isomorphism of conic algebras, preserves
conjugations, so does every scalar multiple of it, in particular φ12. With this in
mind, we apply (37.17.3), (s16) and obtain

φ ◦ ϕJ,S(v1[23]) = − S (u31)−1φ(u31 × v̄1) = −S ′
(
φ(u31)

)−1
φ(u31) × φ(v̄1)

= − S ′(δ−1
2 u′31)−1δ−1

2 u′31 × φ12(v̄1) = −δ2
2δ
−1
2 S ′(u′31)−1u′31 × φ12(v1)

= − δ2S ′(u′31)−1u′31 × φ12(v1) = δ2ϕJ′,S′
(
φ12(v1)[23]

)
= ϕJ′,S′

(
δ−1

1 (δ1δ2φ12)(v1)[23]
)
= ϕJ′,S′ ◦ Her3(η,∆)(v1[23]).

Similarly,

φ ◦ ϕJ,S(v2[31]) = − S (u23)−1φ(u23 × v̄2) = −S ′
(
φ(u23)

)−1
φ(u23) × φ(v̄2)

= − S ′(δ−1
1 u′23)−1δ−1

1 u′23 × φ12(v̄2) = −δ2
1δ
−1
1 S ′(u′23)−1u′23 × φ12(v2)

= − δ1S ′(u′23)−1u′23 × φ12(v2) = δ1ϕJ′,S′
(
φ12(v2[31])

)
= ϕJ′,S′

(
δ−1

2 (δ1δ2φ12)(v2[31])
)
= ϕJ′,S′ ◦ Her3(η,∆)(v2[31]).

And, finally,

φ ◦ ϕJ,S(v3[12]) = φ(v3) = φ12(v3) = ϕJ′,S′
(
φ12(v3)[12]

)
= ϕJ′,S′

(
(δ1δ2)−1(δ1δ2φ12)(v3)[12]

)
= ϕJ′,S′ ◦ Her3(η,∆)(v3[12]).

Summing up, this completes the proof of (s17), and we have shown that the
diagram (s14) commutes. Thus (v) holds.



224 Solutions for Chapter VI

It remains to establish (vi). To this end, we let (η,∆) : (C,Γ) → (C′,Γ′)) be
a morphism of co-ordinate triples and must show that the diagram

(C,Γ)
ΨC,Γ

� //

(η,∆)

��

(Cop ◦Her3)(C,Γ)

(Cop ◦Her3)(η,∆)

��
(C′,Γ′)

ΨC′ ,Γ′

� // (Cop ◦Her3)(C′,Γ′).

(s18)

commutes. We begin by making the specifications

Γ = diag(γ1, γ2, γ3), Γ′ = diag(γ′1, γ
′
2, γ
′
3), (s19)

(Ĉ, Γ̂) := Cop
(
Her3(C,Γ)

)
, Γ̂ = diag(γ̂1, γ̂2, γ̂3), (s20)

(Ĉ′, Γ̂′) := Cop
(
Her3(C′,Γ′)

)
, Γ̂′ = diag(γ̂′1, γ̂

′
2, γ̂
′
3). (s21)

We abbreviate ΨC,Γ = (ψ,Λ), ΨC′,Γ′ = (ψ′,Λ′) and deduce from (5)) that

Λ = diag(λ1, λ2, λ3), λ1 = λ2 = 1, λ3 = γ3, (s22)

Λ′ = diag(λ′1, λ
′
2, λ
′
3), λ′1 = λ

′
2 = 1, λ′3 = γ

′
3. (s23)

Hence ΨC′,Γ′ ◦ (η,∆) = (ψ′,Λ′) ◦ (η,∆), and (s1)) implies

ΨC′,Γ′ ◦ (η,∆) = (ψ′ ◦ η,Λ′∆), (s24)

where (4) yields

(ψ′ ◦ η)(v) = γ′3η(v)[12] (v ∈ C). (s25)

On the other hand, writing ∆ = diag(δ1, δ2, δ3) and invoking (s23), we obtain

Λ′∆ = diag(δ1, δ2, γ
′
3δ3). (s26)

Next we use (s4) to compute

Cop
(
Her3(η,∆)

)
= Cop

((
Her3(η,∆); δ1, δ2

))
,

where

Cop
(
Her3(η,∆)

)
= (η̂, ∆̂), η̂ := δ1δ2 Her3(η,∆)12, ∆̂ := diag(δ1, δ2, δ1δ2).

(s27)

From (η̂, ∆̂) ◦ ΨC,Γ = (η̂, ∆̂) ◦ (ψ,Λ) we therefore deduce

(Cop ◦Her3)(η,∆) ◦ ΨC,Γ = (η̂ ◦ ψ, ∆̂Λ). (s28)
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Given v ∈ C, we observe Γ′ = ∆♯∆−1Γ (since (η,∆) is a morphism in k-copa),
which yields

(η̂ ◦ ψ)(v) = η̂
(
ψC,Γ(v)

)
= γ3η̂(v[12]) = δ1δ2γ3 Her3(η,∆)12(v[12])

= δ1δ2δ
−1
3 γ3η(v)[12] = γ′3η(v)[12] = (ψ′ ◦ η)(v).

Thus η̂ ◦ ψ = ψ′ ◦ η. Moreover, by (s27), (s22), (s23),

∆̂Λ = diag(δ1, δ2, δ1δ2) diag(1, 1, γ3) = diag(δ1, δ2, δ1δ2γ3)

= diag(δ1, δ2, δ3γ
′
3) = diag(1, 1, γ′3) diag(δ1, δ2, δ3) = Λ′∆.

Comparing now (s24) with (s28), we see that the diagram (s18) commutes,
which completes the proof of (vi).

Solutions for Section 38

38.19 (a) Define polynomial laws f : M → k and g : M → M by f (u) := q(u)2,
g(u) := q(u)u for all u ∈ MR, R ∈ k-alg. Note that f is a bi-quadratic form,
while g is homogeneous of degree 3. Combining the first and second order
product rules (12.17.7), (12.17.8) with (12.17.2), (12.17.3), we conclude that

(D f )(u, v) = 2q(u)q(u, v)

(D2 f )(u, v) = q(u, v)2 + 2q(u)q(v),

(Dg)(u, v) = q(u, v)u + q(u)v

hold strictly for u, v ∈ M. Fixing v ∈ M, the cubic form hv : M → k defined by
hv(u) := 2q(u)q(u, v) for u ∈ MR, R ∈ k-alg satisfies

(Dhv)(u,w) = 2
(
q(u, v)q(u,w) + q(u)q(v,w)

)
strictly for u,w ∈ M. It now follows from a repeated application of Exc. 12.36 (b)
that (1) holds strictly if and only if (1)–(5) hold over k.

Non-trivial weird quadratic modules exist, as the following simple example
shows. Let k0 be a commutative ring, I a k0-module and k := k0⊕I the split-null
extension of k0 by I. Regard any k0-module M0 as a k-module M by letting I
act trivially on M0. We claim that any quadratic form q : M → k taking values
in I makes (M, q) a weird quadratic module over k. Indeed, since I kills M
and I2 = {0} in k, not only (1) but also (2)–(5) hold over k, which proves the
assertion.

(b) Localizing if necessary and invoking Exc. 12.36 (a), we may assume that
M is free of rank at least 2. Let (ei)i∈I be a basis of M over k. Given i, j ∈ I
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distinct, (5) implies q(ei, e j)ei + q(ei)e j = 0, hence q(ei) = q(ei, e j) = 0. Thus
q = 0.

(c) Put M0 := (M0, q0, e0) with M0 := ke0 and q0 : M0 → k being the quad-
ratic form given by q0(ξ0e0) := ξ2

0 for ξ0 ∈ k. Then M0 is a pointed quadratic
k-module whose (bi-)linear trace and conjugation have the form t0(ξ0e0) = 2ξ0,
t0(ξ0e0, η0e0) = 2ξ0η0 and ξ0e0 = ξ0e0 for ξ0, η0 ∈ k. Let M0 act bilinearly on
M1 := M by e0 . u := u for all u ∈ M and define a quadratic map Q : M1 → M0

by Q(u) := q(u)e0 for all u ∈ M. Then M1 := (M1, . ,Q) is a Peirce-one ex-
tension of M0, and comparing (38.9.1)–(38.9.4) with (6)–(9) we see that X =
X(M0,M1) is indeed a cubic array such that (10)–(14) hold. By Prop. 38.10,
therefore, X is a cubic norm structure if and only if (38.10.1)–(38.10.6) are
strictly fulfilled. After the specifications described above (38.10.1)–(38.10.3),
(38.10.5) are trivial, while (38.10.4), (38.10.6) amount to the strict validity of
(1). Thus X is a cubic norm structure if and only if (M, q) is weird. The remain-
ing assertions in (c) now follow from the final statement of Prop. 38.10.

(d) Basically, the arguments in the solution to (c) will be read backwards.
Write X for the cubic norm structure underlying J. By definition, e := 1 − c is
an elementary idempotent in J having e0 := 1 − e = c. With M := J1(e), the
Peirce decomposition of J relative to e therefore attains the form

X = ke ⊕ M ⊕ ke0, (s1)

where ke, ke0 are free k-modules of rank 1. We put M0 := ke0 and define
q0 : M0 → k by q(ξ0e0) := ξ2

0 for ξ0 ∈ k to obtain a pointed quadratic mod-
ule M0 = (M0, q0, e0) whose (bi-)linear trace and conjugation are respectively
given by t0(ξ0e0) = 2ξ0, t0(ξ0e0, η0e0) = 2ξ0η0 and ξ0e0 = ξ0e0 for ξ0, η0 ∈ k.
Applying the formalism of 38.7, there exists a quadratic form q : M → k such
that the quadratic map Q of (38.7.10) may be written as Q(u) = q(u)e0 for all
u ∈ M. With these specifications, and in view of (32.2.7), formulas (38.7.11),
(38.7.12) are converted to (8), (9), which therefore hold strictly in X. But X is a
cubic norm structure . Hence (c) implies that (M, q) is a weird quadratic mod-
ule. By its very definition, the cubic norm structure underlying J′ := Jcub(M, q)
identifies canonically with X. Thus J � J′ under an isomorphism matching
e0 = c ∈ J with e0 ∈ J′.

38.20 Let X, X′ be two cubic norm structures over k such that J(X) = J = J(X′)
as abstract Jordan algebras. We must show X = X′ and clearly have X = J = X′

as k-modules as well as 1X = 1J = 1X′ . Put N := NX − NX′ , T := TX − TX′ ,
S := S X − S X′ . Then (33.9.2) implies that

T (x)x2 − S (x)x + N(x)1J = 0 (s1)
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holds strictly for all x ∈ J. Let p ∈ Spec(k) and K an algebraic closure of k(p).
Then the composite map

ϑ : k // k/p // k(p) // K

has kernel p and makes K a k-algebra. Let φ ∈ {T, S ,N} and x ∈ JK . If ΞJ
K(x) ,

0, then (s1) shows φK(x) = 0. Thus ((φ⊗K)(ΞJ ⊗K))K = 0, and Exc. 12.35 (b)
implies φ ⊗ K = 0, in particular φK = 0 as a set map JK → K. Given x ∈ J,
we therefore conclude 0 = φK(xK) = φ(x)K = ϑ(φ(x)), hence φ(x) ∈ p. This is
true for all p ∈ Spec(k), i.e.,

φ(x) ∈
⋂

p∈Spec(k)

p = Nil(k) = {0},

and we have shown

TX(x) = TX′ (x), S X(x) = S X′ (x), NX(x) = NX′ (x) (x ∈ J), (s2)

which by (33a.22) implies

x♯X = x♯X′ (x ∈ J) (s3)

Writing ×X , ×X′ for the bilinearizations of ♯X , ♯X′ , respectively, we deduce from
(s2), (s3) that

(X, 1X , ♯X ,×X ,TX ,NX) = (X′, 1X′ , ♯X′ ,×X′ ,TX′ ,NX′ )

as rational cubic norm structures in the sense of Exc. 34.20. This exercise there-
fore implies X = X′ as ordinary cubic norm structures.

38.21 (a) Put a := Nil(k), I := Nil(J). If x ∈ I, then T (x, J) + T (x♯, J) ⊆ a by
Exc. 34.23. In particular, ξ = T (x, e) ∈ a by (38.9.10). Moreover, x0 = Ue0 x ∈
J0(e)∩ I = Nil(J0(e)) by Exc. 37.29, and Exc. 29.21 implies q0(x0), q0(x0, y0) ∈
a for all y0 ∈ M0. Next, by (38.9.10) we have t0(Q(x1, y1)) = T (x, y1) ∈ a for
all y1 ∈ M1 and, finally,

q0
(
Q(x1), y0

)
= t0

(
Q(x1), ȳ0

)
= −T (x♯, ȳ0) + ξq0(x0, ȳ0) ∈ a

for all y0 ∈ M0 by (38.9.3), (38.9.10) and by what we have seen before. Hence
all the quantities of (2) belong to a. Conversely, let this be so. Then t0(x0, y0) =
q0(x0, ȳ0) ∈ a for all y0 ∈ M0 by (29b.4) and T (x, J) ⊆ a by (38.9.10). For
y = (ηe, y1, y0), η ∈ k, yi ∈ Mi, i = 0, 1, we apply (38.9.3), (38.9.10) to
conclude

T (x♯, y) = q0(x0)η + ξq0(x0, y0) − q0
(
Q(x1), ȳ0

)
+ t0

(
Q(x0 . x1, y1)

)
.
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By hypothesis, all summands on the right with the possible exception of the
last belong to a. But since (38.10.5) implies that

t0
(
Q(x0 . x1, y1)

)
= t0

(
x0,Q(x1, y1)

)
= q0

(
x0,Q(x1, y1)

)
belongs to a as well, so does T (x♯, y). Finally, (38.9.4) combined with (2) yields
N(x) ∈ a, and summing up, we have shown x ∈ I.

(b) (i)⇒ (ii). By Exc. 37.29, the nil radical of J2(e) � k(+) is zero. Hence k
is reduced and, by (a), q0 is non-degenerate.

(ii)⇒ (iii). By (a), (38.10.4) and (ii), an element x as in (1) belongs to Nil(J)
if and only if ξ = 0, x0 = Q(x1) = 0, and t0(Q(x1, y1)) = 0 for all y1 ∈ M1.
Hence (iii) holds.

(iii)⇒ (i). Obvious.

38.22 From condition (iii) of (b) in Exc. 38.21 we conclude Q(x1) , 0. We
clearly have T (e′) = 1, while (38.9.3) implies

e′♯ =
(
q0

(
Q(x1)

)
,−Q(x1) . x1,−Q(x1) − Q(x1)

)
,

where q0(Q(x1)) = 0 by (38.10.4) and Q(x1) . x1 = t0(Q(x1))x1 (by (38.10.6))
= 0. Hence e′♯ = 0, i.e., e′ is an elementary idempotent. Put e′0 := 1J − e′ =(
0,−x1, e0 + Q(x1)

)
. For y = (ηe, y1, y0), η ∈ k, yi ∈ Mi, i = 0, 1, we apply

(38.9.10) and obtain

T (e′0, y) = T
((

0,−x1, e0 + Q(x1)
)
, (ηe, y1, y0)

)
= t0

(
Q(x1), y0

)
= q0

(
Q(x1), ȳ0

)
.

Since Q(x1) , 0, q0(Q(x1)) = 0 and q0 is non-degenerate by Exc. 38.21 (b),
some y0 ∈ M0 has T (e′0, y) = q0(Q(x1), ȳ0) , 0. Now write y = η′e′ + y′1 + y′0,
η′ ∈ k, y′i ∈ Ji(e′), i = 0, 1. Since the Peirce components of J relative to e′ are
orthogonal with respect to the bilinear trace of J, we may apply Cor. 37.3 to e′

to obtain 0 , T (e′0, y) = T (e′0, y
′
0) = t′0(y′0), and the problem is solved.

38.23 For r > 2, we are in case (i), by Thm. 38.17. For r = 1, we are in case
(iii), so we may assume r = 2. Thanks to Exc. 34.27 it suffices to show that
there exists a pointed quadratic space (M, q, e) over k satisfying J = J(M, q, e)
as abstract Jordan algebras. By faithfully flat descent, combining Thm. 38.6
with Exercises. 25.35 and 29.26, there is no harm in assuming that J contains
an elementary idempotent c. Put d := 1J − c. For all p ∈ Spec(k), the idem-
potent c(p) ∈ J(p) continues to be elementary, forcing d(p) , 0 by 37.1. By
Lemma 9.17, therefore, d ∈ J is unimodular. Thus, by the Peirce rules, kc× kd
is not only free of rank 2 but also a direct summand of J as a k-module. This
implies J = kc×kd as a direct product of ideals, and one checks that the hyper-
bolic quadratic form q : J → k, ξc+ ηd 7→ ξη, gives rise to a pointed quadratic
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space (M, q, e), M := J, e := 1J , satisfying J = J(M, q, e) as abstract Jordan
algebras.

Solutions for Section 39

39.37 If φK : MK → NK is bijective for all fields K ∈ k-alg, then in particular
so is φ(p) : M(p) → N(p), for all p ∈ Spec(k). Then a standard consequence
of Nakayama’s lemma (as in the solution to 9.32) implies that φp : Mp → Np
is bijective for all p ∈ Spec(k). Thus φ : M → N is bijective. The converse is
obvious.

Now suppose J is a cubic Jordan algebra over k that is finitely generated
projective as a k-module and makes TK : MK × MK → K a non-degenerate
symmeetric bilinear form over K, for all fields K ∈ k-alg. Since JK has finite
dimension over K, the natural map J → J∗ (the dual module of J) induced by T
becomes an isomorphism when extending scalars from k to K. By the first part
of the exercise, therefore, the natural map in question must be an isomorphism
to begin with, i.e., J is regular.

39.38 Since passing from (C,Γ) to J is compatible with base change, the spe-
cific nature of the conditions imposed on J (resp. C) allows us to assume that
k = K is a field, in which case we have to show that J is semi-simple, i.e.,
Nil(J) = {0}, if and only if the quadratic form nC is non-degenerate. But this
follows immediately from Exercises 37.30 and 17.9 combined:

Nil(J) = {0} ⇔ Nil(C) = {0} ⇔ nC is non-degenerate.

39.39 (i)⇒ (ii). By (36.4.4), condition (i) is equivalent to

α jαl = γ jγlnC(vi), αivi = γiv jvl (i = 1, 2, 3), (s1)

which in turn implies

γ1γ2γ3v1(v2v3) = (γ2γ3v1)(γ1v2v3) = γ2γ3α1v1v̄1 = α1γ2γ3nC(v1)1C = α1α2α31C ,

and (ii) holds.
(ii)⇒ (iii). Assume that (ii) holds. We first claim

γ1γ2γ3(v1v2)v3 = α1α2α31C . (s2)

If v1 = 0, then α2α3 = γ2γ3nC(v1) = 0, forcing α1α2α3 = 0, and (s2)
holds. Similarly, if v2 = 0, then α3α1 = γ3γ1nC(v2) = 0, and we have again
α1α2α3 = 0, hence (s2). Thus we may assume v1 , 0 , v2. Multiplying



230 Solutions for Chapter VI

the second equation of (ii) from the left first by v̄1, then by v̄2 and invoking
Krimse’s identities as well as the fact that C is multiplicative (Prop. 17.6) and
its conjugation is an involution (Prop. 17.2 (a)), we obtain

γ1γ2γ3nC(v1)v2v3 = α1α2α3v̄1,

γ1γ2γ3nC(v1v2)v3 = γ1γ2γ3nC(v1)nC(v2)v3 = α1α2α3v̄2v̄1 = α1α2α3v1v2.

On the other hand, multiplying the left-hand side of (s2) by v1v2 from the left
gives

γ1γ2γ3nC(v1v2)v3 = γ1γ2γ3v1v2
(
(v1v2)v3

)
.

In the expressions on the very right of the last two displayed equations, we may
cancel the factor v1v2 since C has no zero divisors and arrive at (s2). Applying
(s2), we now obtain

γ1γ2γ3v̄3
(
v3(v1v2)

)
= γ1γ2γ3nC(v3)v1v2 = γ1γ2γ3

(
(v1v2)v3

)
v̄3 = α1α2α3v̄3.

Hence

γ1γ2γ3v3(v1v2) = α1α2α31C (s3)

provided v3 , 0. But if v3 = 0, then the first equation of (ii) yields α1α2 =

γ1γ2nC(v3) = 0, hence α1α2α3 = 0, and (s3) holds in full generality. We have
thus arrived at both displayed equations of (iii) for (i jl) = (123) and at the
second one for (i jl) = (312), i.e., for the right shift of (123). Repeating the
preceding arguments if necessary, we may therefore conclude that (iii) holds.

Finally, suppose k is an integral domain and γi , 0 for i = 1, 2, 3. Then we
must show (iii)⇒ (i), so assuming (iii), we must establish (s1). For i = 1, 2, 3
we obtain

γ jγlvi(γiv jvl) = γ1γ2γ3vi(v jvl) = α1α2α31C

= αiα jαl1C = αiγ jγlnC(vi)1C = γ jγlvi(αiv̄i).

This proves αiv̄i = γiv jvl, hence the second equation of (s1), if vi , 0. But of
vi = 0, then α jαl = γ jγlnC(vi) = 0, forcing α j = 0 or αl = 0 since k is an
integral domain, which in turn gives 0 = αiα j = γiγ jnC(vl) in the former case
and 0 = αlαi = γlγinC(v j) in the latter. Since C has no zero divisors, its norm
represents zero only trivially (Exc. 18.20). Therefore v j = 0 or vl = 0, and the
proof of (s1) is complete.

39.40 The first (resp. second) part of (a) follows by applying 25.3 to f |N :
N → M′ (resp. to π ◦ f : M → M′/N′, π : M′ → M′/N′ being the canonical
projection). In (b) we apply (a) with N′ = P to the natural embedding i :
N → M. For (c), we consider the canonical map

⊕
α∈I Nα → M determined
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by the inclusions Nα → M and apply 25.3. Finally, in (d), we let M0 be a
free k-module with basis (eα)α∈I and apply 25.3 to the k-linear map M0 → M,
eα 7→ xα, α ∈ I.

39.41 (a) Let R ∈ k-alg be a flat k-algebra. As usual, for a submodule M ⊆ J,
we identify MR ⊆ JR canonically. Any x ∈ Sq(J) may be written as x =

∑
α jx2

j ,
α j ∈ k, x j ∈ J, and we conclude xR =

∑
α jR(x jR)2 ∈ Sq(JR). This show

Sq(J)R ⊆ Sq(JR). Conversely, let x ∈ Sq(JR). Then x =
∑

r jx2
j , r j ∈ R, x j ∈ JR,

and writing x j =
∑

m xm j ⊗ rm j, xm j ∈ J, rm j ∈ R, we obtain

x =
∑
j,m

x2
m j ⊗ r jr2

m j +
∑
j,m<n

(xm j ◦ xn j) ⊗ (r jrm jrn j) ∈ Sq(J)R.

Summing up, we have shown Sq(J)R = Sq(JR).
Next assume that J is split. The assertion Sq(J) = J is trivial for n = 1

and obvious for n = 3 since Sq(J) contains all idempotents. Let us therefore
assume n ≥ 6. By definition (39.20), we may assume J = Her3(C), where
C is a split composition algebra of rank n−3

3 over k. The diagonal of Her3(C)
clearly belongs to Sq(J). Furthermore, for i = 1, 2, 3 and ui ∈ C, we note
ui[ jl] ∈ J1(e j j) by Prop. 37.8 and (32.15.3). Hence (32.2.7), (33a.22), (36.4.8),
(36.4.9) imply

(e j j + ui[ jl])2 = e2
j j + e j j ◦ ui[ jl] + ui[ jl]2

= e j j + ui[ jl] + ui[ jl]♯ + T (ui[ jl])ui[ jl] − S (ui[ jl])1J

= e j j + ui[ jl] − nC(ui)eii + nC(ui)1J ,

which in turn shows C[ jl] ⊆ Sq(J). Thus Sq(J) = J if J is split.
Finally, let J be arbitrary. Cor. 39.32 yields a faithfully flat k-algebra R ∈

k-alg making JR a split Freudenthal algebra of rank n over R. By what we have
just seen, Sq(J)R = Sq(JR) = JR. Hence the inclusion Sq(J) → J becomes an
isomorphism after changing scalars from k to R and thus, by faithful flatness,
must have been one all along. In other words, Sq(J) = J.

(b) It suffices to prove the following implications.

1◦. If a ⊆ k is an ideal, then so is aJ ⊆ J. Obvious.

2◦. If I ⊆ J is an outer ideal, then I ∩ k ⊆ k is an ideal. This is clear since
outer ideals of J are, in particular, k-submodules.

3◦. If a ⊆ k is an ideal, then a = (aJ)∩k. For α ∈ awe have α = α1J ⊆ (aJ)∩
k, so the left-hand side is contained in the right. Conversely, let α ∈ (aJ) ∩ k.
Then α ∈ k satisfies α1J =

∑
αixi, αi ∈ a, xi ∈ J. Since 1J ∈ J is unimodular,

some linear form λ : J → k has λ(1J) = 1, hence α =
∑
αiλ(xi) ∈ a.
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4◦. If I ⊆ J is an outer ideal, then (I∩ k)J = I. Let α ∈ I∩ k and x ∈ J. Then
α ∈ k and α1J ∈ I. Since I ⊆ J is an outer ideal, we conclude αx2 = Ux(α1J) ∈
I, and (a) implies αJ = αSq(J) ⊆ I. Hence (I ∩ k)J ⊆ I.

In order to prove equality, we first assume that J = Her3(C) is split, C a split
composition algebra of rank n−3

3 over k. Since regularity of J is inherited by C,
Exc. 37.26 yields an ideal b ⊆ k such that

I = bHer3(C) = H3(b, bC, 13) =
∑

(beii + (bC)[ jl]),

hence I ∩ k = b and (I ∩ k)J = bJ = I.
Finally, let J be arbitrary and apply Cor. 39.32 to find a faithfully flat k-

algebra R ∈ k-alg making JR split of rank n over R. Let y ∈ I and write x ∈ JR

as x =
∑

xi ⊗ ri, xi ∈ J, ri ∈ R. Then

Uxy =
∑

(Uxi y) ⊗ r2
i +

∑
i< j

{xiyx j} ⊗ (rir j) ∈ IR

since I ⊆ J is an outer ideal. Thus UxIR = R(UxI) ⊆ RIR = IR, and we have
shown that IR ⊆ JR is an outer ideal. Now we combine Exc. 39.40 (c),(d) to
compute (

(I ∩ k)J
)
R = (I ∩ k)RJR = (IR ∩ kR)JR = (IR ∩ R)JR = IR.

But this means that the inclusion (I ∩ k)J → I becomes an isomorphism when
extending scalars from k to R, which by arguing as before completes the proof
of 4◦.

39.42 (a) The second statement follows immediately from the first combined
with 25.25 (ii). Since elementary frames are invariant under base change, the
defining equation for Elfr(J) does indeed define a subfunctor of J3

a . Let u∗1, . . . , u
∗
m

be a finite set of generators of J∗, the dual of the k-module J. Then

Elfr(J)(R) = {(e1, e2, e3) ∈ JR | TJ(e j) = 1,

⟨u∗iR, e
♯
j⟩ = ⟨u jR, e1 × e2 − e3⟩ = 0 (0 ≤ i ≤ m, j = 1, 2)}

for all R ∈ k-alg, and we conclude from 24.15, 25.11, Exercises 25.32 and
25.31 (b) that X := Elfr(J) is a finitely presented closed subscheme of J3

a ; in
particular, it is affine. It remains to show that X is fppf and smooth.

Beginning with smoothness, let R ∈ k-alg and a ⊆ R be an ideal such that
a2 = {0}. By 25.20, we must prove that every elementary frame of JR/a =

JR/aJR can be lifted to an elementary frame of JR. But this follows from Exer-
cises 32.25, 37.21 (b) and 34.21 (e).

In order to prove that X is fppf, it suffices to show by Prop. 25.24 that X has
non-empty geometric fibers, so let K ∈ k-alg be an algebraically closed field
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and put I := Nil(JK). Then J̄ := JK/Nil(JK) is semi-simple cubic Jordan K-
algebra of dimension at least 3, and by Exercises 32.25 and 37.21 (b) again, we
will be through once we have shown that J̄ contains two orthogonal elementary
idempotents. Thanks to Thm. 39.6, we may assume J = F(+)×J(M, q, e), where
(M, q, e) is a non-degenerate pointed quadratic module of dimension at leas 2
over K. We must show that J(M, q, e) contains an elementary idempotent, i.e.,
by 29.13, an element c having q(c) = 0 and q(c, e) = 1. If not, then q(x) = 0
implies q(x, e) = 0, for all x ∈ M, and from the Hilbert Nullstellensatz we
deduce q(x) = q(x, e)2 for all x ∈ M. But this contradicts non-degeneracy of q,
so X(K) , ∅, and the solution of (a) is complete.

(b) Since J is regular, it will be enough to show that there is a unique bi-
linear multiplication J × J → J, (x, y) 7→ xy, making J a cubic commutative
associative k-algebra E such that E(+) = J as cubic Jordan algebras. Since J
is regular, it is separable (Exc. 34.23), so by (a) and faithfully flat descent, we
may assume that J contains an elementary frame Ω = (e1, e2, e3). Since the
corresponding Peirce components of J are orthogonal relative to the bilinear
trace (Prop. 37.4 (c)), J0 :=

∑
kei ⊆ J is a regular cubic Jordan subalgebra,

which implies J = J0 ⊕ J⊥0 , and comparing ranks, we conclude that J is free
of rank 3 as a k-module, with basis (e1, e2, e3). Introducing the multiplication
rules eie j = δi jei on the basis vectors and extending it bilinearly to all of J,
we obtain the structure of a split cubic étale k-algebra E on the k-module J.
From (37.13.2) and (34.17.1) we deduce NJ(

∑
ξieI) = ξ1ξ2ξ3 = NE(

∑
ξiei) in

all scalar extensions, and combining with Prop. 34.12, we conclude J = E(+)

as cubic Jordan algebras. It remains to prove uniqueness, so let E′ be any cubic
commutative associative k-algebra having E′(+) = J as cubic Jordan algebras.
For i, j = 1, 2, 3 distinct, eie j = e2

i e j = Uei e j = 0, so E′ = E as cubic commu-
tative associative k-algebras.

39.43 (a) Expanding the U-operator, we obtain

Uxe = Uξe+x1+x0 e = ξ2Uee + ξ{eex1} + ξ{eex0} + Ux1 e + {x1ex0} + Ux0 e,

where the Peirce rules of Thm. 32.2 imply {x1ex0} = Ux0 e = 0, Ux1 e ∈ J0(e),
{eexi} = e ◦ xi − {e(1J − e)xi} = ixi for i = 0, 1, Uee = e, and (a) is proved.

(b) Assume first that J is split, so there is an identification J = Her3(C), for
some composition k-algebra C. We write

x =
∑

(ξieii + ui[ jl]) (ξi ∈ k, ui ∈ C, i = 1, 2, 3),

let (mnp) be a cyclic permutation of (123) and apply (a) to e := emm. Since
Uxe = e, we conclude ξ2

m = 1, hence ξm ∈ k× and x1 = 0. Thus

x =
∑

ξieii + x0, x0 ∈ J0(emm) = C[mn] ⊕C[pm].
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Since this is true for all m = 1, 2, 3, we actually have x =
∑
ξieii. Now the

hypothesis and (37.7.6), (37.7.7) imply 1C[np] = Ux1C[np] = ξnξp1C[np],
hence ξnξp = 1 and then ξp = ξnξ

2
p = ξn: the assertion is proved.

If J is arbitrary, we apply Cor. 39.32 to find a faithfully flat algebra R ∈ k-alg
making JR a split Freudenthal algebra over R. The special case just treated
implies xR ∈ R1JR. On the other hand, since 1J ∈ J is unimodular, we have
J = k1J ⊕M, for some submodule M ⊆ J. In particular, x = ξ1J +m, for some
m ∈ M. Changing scalars from k to R, we conclude mR = 0, hence m = 0 since
R is faithfully flat. Thus x = ξ1J , and Ux = 1J implies ξ2 = 1.

Solutions for Section 40

40.14 (a) Write W for the subspace of J0 spanned by the invertible trace-zero
elements of J. For vi, vl ∈ C×, the quantities

x1 := eii − e j j + vi[ jl],

x2 := ell − eii + vl[i j],

x3 := e j j − ell − vl[i j]

are invertible of trace zero and thus all belong to W. Hence so does x1+x2+x3 =

vi[ jl]. This not only implies eii − e j j = x1 − vi[ jl] ∈ W but also C[i j] ⊆ W by
the hypothesis on C. Summing up we conclude J0 = W.

(b) Assume that J is simple. By Thm. 39.6, J is either a division algebra, in
which case the assertion is obvious, or it has the form J � Her3(C,Γ), where
Γ ∈ GL3(F) is a diagonal matrix and C is a pre-composition algebra over F.
We check when the hypotheses of (a) are fulfilled.

Lemma. A pre-composition algebra C over F either is spanned as a vector
space over F by C×, or F = F2 and C � F × F is split quadratic étale.

Proof If F = F2 and C � F × F, then C× = {1C} cannot possibly span C as
an F-vector space. Conversely, assume F � F2 or C is not split quadratic étale.
We must show C = FC× and may assume that C is not a division algebra, so
we are reduced to the case that C is a split composition algebra of dimension
> 1. If C = F × F is split quadratic étale, then F contains an element α ,
0, 1, and since

(
1
0

)
= (1 − α)−1(

( 1
α

)
− ( αα )),

(
0
1

)
= (1 − α)−1(( α1 ) − ( αα )), the

assertion follows. If C = Mat2(F) is the split quaternions, the automorphism
group of C acts transitively on its elementary idempotents, but also on its non-
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zero nilpotent elements, so the equations(
1 0
0 0

)
=

(
1 1
1 0

)
−

(
0 1
1 0

)
,

(
0 1
0 0

)
=

(
1 1
0 1

)
−

(
1 0
0 1

)
give what we want. Finally, the case that C = Zor(F) is the split octonions
is reduced to the quaternionic case since every element of C is contained in a
quaternion subalgebra (Exc. 19.38). □

In view of the lemma, the first part of (b) follows from (a) unless F = F2

and J � Her3(F × F,Γ) � Her3(F × F) (by Prop. 40.6) � A(+), A := Mat3(F)
(by Prop. 36.9). The subspace W of J spanned by J0 ∩ J× is stable under the
action of GL3(F) on A by conjugation. Since

e12 =


0 1 0
0 0 0
0 0 0

 =

1 1 0
0 1 1
0 1 0

 +

1 0 0
0 1 1
0 1 0

 ∈ W,

we therefore conclude ei j ∈ W (1 ≤ i, j ≤ 3, i , j). On the other hand,

e11 + e22 =


1 0 0
0 1 0
0 0 0

 =

1 1 0
1 1 0
0 0 0

 + e12 + e21,

where the first summand on the very right is nilpotent of index 2, hence con-
jugate to e12 and thus belongs to W. This implies e11 + e22 ∈ W and, similarly,
e11 + e33 ∈ W. Summing up, therefore, we have W = J0.

In order to prove the second part of (b), it suffices to note that diag(1,−1, 1) ∈
J is invertible of trace 1, hence together with J0 spans all of J as a vector space
over F.

40.15 (a) (33.11.2), the adjoint identity (33a.5) and (33.11.3).

(b) If u is an elementary idempotent in some isotope of J, then u has rank 1
by (a). Conversely, assume u has rank 1. By hypothesis, Nil(J) = {0} and hence
J has no absolute zero divisors (Exc. 37.27 (e)), while part (b) of that exercise
implies T (q, u) , 0 for some q ∈ J. By Exc. 40.14 (b) we may assume q ∈ J×,
whence (33.11.5) implies T (p)(u) = 1 for p := T (q, u)−1q ∈ J×. Thus u is an
elementary idempotent in J(p).

Next assume u is a co-elementary idempotent in some isotope J′ of J. By (a),
we may assume J′ = J. Then u = 1J−e, for some elementary idempotent e ∈ J.
Then u♯ = e (by Prop. 37.2 (a)) has rank 1, so u has rank 2. Conversely, if u has
rank 2, arguing as before with u♯ in place of u, we find an invertible element
p ∈ J having T (u♯, p−1) , 0, hence T (p♯, u♯) = N(p)T (u♯, p−1) , 0. Passing
to the isotope J(p) if necessary, we may therefore assume T (u♯) = S (u) , 0.
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But this means that the element e := T (u♯)−1u♯ ∈ J is an element of rank 1 and
trace 1, hence an elementary idempotent. Now (33a.14) yields

e × u = T (u♯)−1u♯ × u = T (u♯)−1
((

T (u)T (u♯) − N(u)
)
1 − T (u♯)u − T (u)u♯

)
= T (u)1 − u − T (u)e = T (u)(1 − e) − u.

This implies u ∈ J0(e) by Prop. 37.2 (b), while Cor. 37.3 shows that u is in-
vertible in J0(e). Write v ∈ J0(e) for the corresponding inverse and pass to the
isotope J′ := J(p), p := e + v ∈ J×. Since e continues to have rank 1 in J′

and satisfies T (p)(e) = T (e, p) = T (e, e) = T (e) = 1 by Prop. 37.2 (b), it is,
in fact, an elementary idempotent in J′. Moreover, 1J′ = p−1 = e + u, forcing
u = 1J′ − e, and (ii) holds.

(c) e can be extended to an elementary frame of J if and only if J0(e) =
J(M0, q0, e0) as in Cor. 37.3 contains an elementary idempotent (Prop. 37.4).
Since semi-simplicity of J is inherited by J0(e) (Exc. 37.29), the quadratic form
q0 is non-degenerate (Exc. 29.21). Moreover, by (38.10.4) and Exc. 38.21 (b),
it is also isotropic. By Prop. 39.5, therefore, J0(e) contains an elementary idem-
potent if and only if the linear trace of J0(e), which by Cor. 37.3 agrees with T
on J0(e), is different from zero.

(d) Since

e =
∑

(eii + 1K[ jl])

and 2 = 0 in k, we have T (e) = 3 = 1. On the other hand, since the the
conjugation of K is the identity, (36.4.4) shows e♯ = 0. Thus e is an elementary
idempotent in J and we have e0 := 1J − e =

∑
1K[ jl]. Now let x =

∑
(ξieii +

ui[ jl]) ∈ J0(e). Then (37.2.3) implies x = T (x)e0−e× x = T (x)
∑

1K[ jl]−e× x.
But (36.4.6) gives

e × x =
∑(

(ξ j + ξl)eii + (−ui − ξi1K + ul + u j)[ jl]
)

=
∑(

(ξ j + ξl)eii + (ξi1K + u1 + u2 + u3)[ jl]
)
,

and a comparison shows ξ1 = ξ2+ξ3, hence T (x) =
∑
ξi = 0. By (c), therefore,

e cannot be extended to an elementary frame in J.
As to the second part of (d), we argue indirectly and assume u = u1 + u2 for

some rank-one elements u1, u2 ∈ J. In particular, u j for j = 1, 2 is a symmetric
3-by-3 matrix of rank 1 with entries in K, and hence there are a j ∈ K×, 0 ,
x j ∈ K3 such that u j = a jx jxT

j . Since

u = a1x1xT
1 + a2x2xT

2

has rank 2, the quantities x1, x2 are linearly independent over K, and a1, a2 are
both different from zero. Moreover, they are contained in Im(u) = Ke1 + Ke2,
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where (e1, e2, e3) stands for the canonical basis of K3 over K. Thus x j = b1 je1+

b2 je2 for j = 1, 2 and some matrix (bi j) ∈ GL2(K). Writing ei j for the ordinary
matrix units in Mat3(K), we now obtain

e12 + e21 = u = a1(b11e1 + b21e2)(b11eT
1 + b21eT

2 ) + a2(b12e1 + b22e2)(b12eT
1 + b22eT

2 )

= a1(b2
11e11 + b11b21e12 + b21b11e21 + b2

21e22)

+ a2(b2
12e11 + b12b22e12 + b22b12e21 + b2

22e22).

Since the characteristic is 2, this implies a1b2
11 = a2b2

12, a1b2
21 = a2b2

22, hence

a1a2 det(bi j)2 = a1b2
11a2b2

22 − a2b2
12a1b2

21 = 0,

a contradiction. This completes the solution of (d).

(e) Since two vectors in F3 are linearly independent if and only if they are
distinct, one checks that that J := Her3(F) contains precisely seven elements
of rank 1, namely,

e11, e22, e33,


1 1 0
1 1 0
0 0 0

 ,

0 0 0
0 1 1
0 1 1

 ,

1 0 1
0 0 0
1 0 1

 ,

1 1 1
1 1 1
1 1 1

 ,
and precisely four elementary idempotents, namely,

e11, e22, e33, e :=


1 1 1
1 1 1
1 1 1

 .
It follows (again) that e, which agrees with the idempotent of (d), cannot be
completed to an elementary frame in J.

(f) (i) ⇒ (ii). Let e0 be a co-elementary idempotent in some isotope J′ of
J. Replacing J by J′ if necessary, we may assume J′ = J. Then e := 1J − e0

is an elementary idempotent in J, which by hypothesis can be extended to an
elementary frame (e = e1, e2, e3) of J. Hence e0 = e2 + e3, as claimed.

(ii)⇒ (iii). (b) and (ii).
(iii) ⇒ (iv). If J were not regular, then, by Thm. 39.6 and up to isotopy, it

would be as in (d), hence would contain an element of rank 2 that violates the
condition described in (iii).

(iv)⇒ (i). By hypothesis, the bilinear trace T of J is regular, and the Peirce
components of J relative to an elementary idempotent e ∈ J are orthogonal
with respect to T . Hence T stays regular on J0(e) and since T (x0) = T (1J , x0) =
T (1J − e, x0) for all x0 ∈ J0(e), the linear trace of J cannot be zero on J0(e).
The assertion now follows from (c).

40.16 Given x ∈ J× such that NJ(x) = 1, we wish to find g ∈ Inv(J) such that
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gx = 1J . By Lemma 40.11, we may assume that x is diagonal, i.e., x =
∑

xieii

for some xi ∈ k× such that
∏

xi = 1. Pick yi ∈ k× such that y2
i = xi and define

g := Uy for y =
∑

yieii, so gx = 1J as desired. Furthermore, for z ∈ J, we have

N(gz) = N(Uyz) = N(y)2N(z) = N(y2)N(z) = N(x)N(z) = N(z),

so Uy ∈ Inv(J).

40.17 (a): Let J be a Freudenthal algebra of rank n > 6 over F. The norm
of J is a cubic form in more than 3 variables and is therefore isotropic by
the Chevalley-Warning Theorem. Then by Prop. 39.17, J � Her3(C,Γ) for a
composition algebra C over F of rank > 1. If the rank is > 2, then, again since
F is finite, C is split, and therefore J is itself split (Prop. 40.6). If the rank is 2,
then C is either split quadratic étale or isomorphic to K. In the former case, J
is split while in the latter case, the norm of C � K is surjective (since, again by
Chevalley-Warning, any quadratic form in more than three variables over F is
isotropic), and (37.24.3) combined with Exc. 23.33 implies J � Her3(K).

(b): Let k be a finite commutative ring, let C be a composition algebra of rank
r > 2 and J a Freudenthal algebra of rank n > 9 over k. We first assume that
k is reduced. Since k, being finite, is artinian, we conclude from [14, p. 203]
that k = k1 × · · · × km is a finite direct product of finite fields. This implies
C = Ck1 × · · · × Ckm , where each Cki , for 1 ≤ i ≤ m, is composition algebra
of rank r over the finite field ki, hence split, by 23.14. Thus C is split over k.
Similarly, J = Jk1 × · · · × Jkm , where each Ji := Jki is a simple Freudenthal
algebra of rank n over the finite field ki, and therefore is split by part (a).

If k is arbitrary, we only consider the case of a Freudenthal algebra, the
composition algebra case being completely analogous. We put a := Nil(k),
k̄ := k/a and J̄ := J/aJ = Jk̄. Since k̄ is (finite and) reduced, the special case
just treated implies that J̄ is split over k̄. Since k is artinian, the ideal a ⊆ k is
nilpotent, forcing am = {0} for some positive integer m. We show by induction
on i = 1, . . . ,m that Jk/ai is split over k/ai. By the special case treated at the
beginning, this is true for i = 1. Now let i > 1 and suppose the assertion holds
for i−1. We have k/ai−1 = (k/ai)/(ai−1/ai) and (ai−1/ai)2 = {0}. By Prop. 39.26,
the affine scheme Splid(J) is smooth, so the natural map

Splid(J)(k/ai) −→ Splid(J)(k/ai−1) (s1)

is surjective. By the induction hypothesis, Jk/ai−1 is split and hence there exists
a splitting datum for Jk/ai−1 (Prop. 39.30). We therefore conclude from the sur-
jectivity of the map in (s1) that there exists a splitting datum for Jk/ai , which
is therefore split over k/ai. This completes the induction, and for i = m we
conclude that J = Jk/am is split over k/am = k.
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40.18 (a): We use the group homomorphism µ : Str(J) → k× from Lemma
40.4 and note that

µ(ϕηϕ−1) = µ(η) and µ(η♯−1) = µ(η)−1.

Therefore, it suffices to find an η with µ(η)2 , 1.
Taking now η to be multiplication by c, which is a similarity of the norm

form, so belongs to Str(J). Since µ(η)2 = c6 , 1, this provides the desired
example.

(b): η = η♯−1 if and only if η−1 = η♯ = η−1Uη(1J ), i.e., Uη(1J ) = 1J . Exercise
39.43 shows that this is equivalent to η(1J) = ζ1J for some ζ ∈ µ2(k).

Given η fixed by the automorphism, then, η = ζϕ for some ζ ∈ µ2(k) and
ϕ ∈ Str(J) such that ϕ(1J) = 1J , i.e., ϕ ∈ Aut(J) by Thm. 31.22 (c). Conversely,
given ζ ∈ µ2(k) and ϕ ∈ Aut(J), η := ζϕ is in Str(J) and satisfies η(1J) = ζ1J ,
so it is fixed by the automorphism, proving (1).

For part (2), we aim to show that Inv(J) ∩ µ2(k) Aut(J) = Aut(J). For ζ ∈
µ2(k), ϕ ∈ Aut(J), we have N(ζϕ(1J)) = ζ3 = ζ. Consequently. ζϕ belongs to
Inv(J) if and only if ζ = 1k.

Solutions for Section 41

41.30 As in the solution of Exc. 40.17, every Freudenthal algebra over a finite
field F is of the form J = Her3(F,Γ) for some Γ = diag(γ1, γ2, 1) ∈ GL3(F).
If F has characteristic 2, then everything is a square, and J is split (Exc.
37.22 (b)). If F has characteristic different from 2, then J is regular, and
QJ = ⟨γ2, γ1, γ2γ1⟩quad is a classifying invariant (Thm. 41.21). Note that over
F we may identify quadratic forms and symmetric bilinear forms, allowing us
to use notation and terminology of O’Meara [20]. Since the determinant of QJ

is a square, [20, 62:1a, p. 157] implies QJ � ⟨1, 1, 1⟩, and J is split.

41.31 Let Ω = (e1, e2, e3), Ω′ = (e′1, e
′
2, e
′
3) be two elementary frames in J.

Writing C for the co-ordinate algebra of J, let

Φ : J
∼
−→ Her3(C,Γ), Γ = diag(γ1, γ2, γ3) ∈ GL3(F)

be any Ω-co-ordinatization of J. If η is an automorphism of J sending e′i to ei

for 1 ≤ i ≤ 3, then Φ′ := Φ ◦ η is an Ω′-co-ordinatization of J, and (41.13.1)
combined with (1) shows κ(Ω′) = κ(Ω). Conversely, let this be so and suppose

Φ′ : J
∼
−→ Her3(C,Γ′), Γ′ = diag(γ′1, γ

′
2, γ
′
3) ∈ GL3(F)
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is any Ω′-co-ordinatization of J. By Exc. 37.22 (b), we may assume γ3 = γ
′
3 =

1. Then (41.13.1) and (1) show cl(−γi) = cl(−γ′i ) for i = 1, 2, so there are
p, q ∈ C× having γ1 = nC(p)γ′1, γ2 = nC(q)γ′2. and we deduce C(p,q) � C
from Exc. 19.31. By Exc. 37.24, therefore, we find a diagonal isomorphism
η : Her3(C,Γ′)

∼
→ Her3(C,Γ), whence η ◦ Φ′ : J → Her3(C,Γ) is an Ω′-co-

ordinatization of J. In particular Φ−1 ◦ η ◦ Φ′ ∈ Aut(J) sends e′i to ei for
1 ≤ i ≤ 3. The final statement of the exercise follows from the fact that the
class group of J is trivial under the hypotheses stated.

41.32 Recall from (34.9.1) that (x × y)♯ = T (x, y♯)x for all y ∈ J. So it suffices
to find a y ∈ J with T (x, y♯) , 0. And, since J is regular, it suffices to argue
that the elements y♯ span J. If J has rank 1 this is obvious and if J has rank ≥ 6
it follows from Prop. 39.17, Exc. 40.14 (b) and Fy♯ = Fy−1 for all y ∈ J×.

It remains to consider the case where J has rank 3. If J is a division algebra,
the claim is obvious so suppose J = (F × K)(+) for K a quadratic étale F-
algebra. Applying (34.24.5), one checks

(α, u) =
(
α − nK(u)

)
(0, 1K)♯ + (1, ū)♯

for α ∈ F, u ∈ K, and the assertion follows.

41.33 (i): Suppose first that y = e11. For sake of contradiction, suppose x ×
y = 0, so x = ξ1e11 + u2[31] + u3[12] for some ξ1 ∈ F and u2, u3 ∈ C.
Put x0 = u2[31] + u3[12]. Then x♯0 = (x − ξ1e11)♯ = x♯ + ξ2

1e♯11 = 0, and
x0 × y = (x − ξ1e11) × y = 0. However,

x♯0 = −γ3γ1nC(u2)e22 − γ1γ2nC(u3)e33 + γ1u2u3[23].

Since nC does not represent 0, x0 = 0. Thus x = ξ1e11 ∈ Fy, a contradiction,
verifying that x × y , 0.

In the general case, since C is regular, Thm. 41.29 provides a g ∈ Inv(J)
such that gy ∈ F×e11. Then

0 , gx × gy = g♯−1(x × y)

by Lemma 40.4 (iii), so x × y , 0.
The fact that (x × y)♯ = 0 follows immediately from (33a.10).

(ii): The easy direction is when x = y × z for some z ∈ J. Then by (29b.7)
we have

T (x, y) = T (y × z, y) = T (z, y × y) = 0.

So suppose T (x, y) = 0.
In the case when y = e11, the fact that T (x, y) = 0 implies that x = ξ2e22 +
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ξ3e33 +
∑

i ui[ jl]. The diagonal entries of x♯ are in particular zero, so for each i
we have

0 = ξ jξl − γ jγlnC(ui).

For i = 2, 3, j or l is 1, so the ξ jξl term vanishes and we find that nC(ui) = 0.
Since C is division, ui = 0. Thus x = ξ2e22 + ξ3e33 + u1[23], i.e., x is in y × J,
compare Example 36.8.

In general, Thm. 41.29 provides a g ∈ Inv(J) such that gy ∈ F×e11. Then

0 = T (x, y) = T (g♯−1x, gy)

by Lemma 40.4 (iv), so g♯−1x = gy × gz for some z ∈ J and we conclude that
x = y × z.

(iii): By (i), x × y has rank 1, so (x × y) × J is a line. It contains Fx because
T (x, x × y) = T (x × x, y) = 0 and similarly for Fy.

So suppose z×J is a line containing Fx and Fy. If z = e11, then by hypothesis
x and y have zeros in their top row and left column. It immediately follows that
x×y is in Fe11. Moreover, x×y , 0, so x×y ∈ F×e11. For general z, Thm. 41.29
provides a g ∈ Inv(J) such that gz ∈ F×e11. Then g♯−1x and g♯−1y are rank 1
elements contained in gz × J, so g♯−1x × g♯−1y ∈ F×gz, i.e., x × y is contained
in F×z. That is, Fz = F(x × y), proving uniqueness.

(iv): Among the three axioms, the first was verified in (iii). Two lines x × J,
y × J pass through a point Fz if and only if Fz ⊆ (x × J) ∩ (y × J) if and only
if T (z, x) = T (z, y) = 0 if and only if Fx, Fy ⊆ z × J. It follows now from (iii)
that Fz = F(x × y), proving the second axiom.

Finally, consider the four points Fe11, Fe22, Fe33, and Fx for

x =
∑

i

γieii + 1[ jl].

(One checks that x♯ = 0.) It remains to verify that no three of them are collinear.
Any subset of three of these points contains, say, e j j and ell, so the line they lie
on is (e j j × ell) × J = eii × J, which contains neither eii nor x.

41.34 Let φ : J1 → J′1 be any isomorphism. By definition (41.1), the algebra
J1 contains an elementary frame Ω, which by Prop. 39.2 can be extended to a
co-ordinate system

S = (Ω, u23, u31) of J1, Ω = (e1, e2, e3).

Applying φ, we obtain a co-ordinate system

S
′ = (Ω′, u′23, u

′
31) of J′1, Ω′ = (e′1, e

′
2, e
′
3),

where e′i = φ(ei) for i = 1, 2, 3 and u′jl = φ(u jl) for i = 1, 2. Note that S and
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S′ are both co-ordinate systems of J. Since φ preserves cubic norm structures,
Prop. 37.15 implies

ω := ωJ1,S = ωJ,S = ωJ′1,S
′ = ωJ,S′ ,

C1 := CJ′1,S ⊆ CJ,S =: C, C′1 := CJ′1,S
′ ⊆ CJ,S′ =: C′

as composition subalgebras and

Γ := ΓJ′1,S = ΓJ,S = ΓJ′1,S
′ = ΓJ,S′ .

Moreover, φ restricts to a linear bijection from (J1)12(Ω) to (J′1)12(Ω′), which
actually is an isomorphism φ12 : C1 → C′1. Now the Jacobson co-ordinatization
theorem 37.17 produces isomorphisms ϕ1, ϕ

′
1, ϕ, ϕ

′ making the two top rows of
the diagram

J J1
ιoo

φ

� // J′1 ι′
// J

Her3(C,Γ)

ϕ �

OO

Her3(ψ,Γ)

77Her3(C1,Γ)
ιΓoo

ϕ1 �

OO

Her3(φ12,Γ)
// Her3(C′1,Γ)

ϕ′1 �

OO

ι′
Γ

// Her3(C′,Γ)

ϕ′ �

OO

commutative. By the Jacobson-Faulkner theorem 41.8, C and C′ are isomor-
phic. Hence the Skolem-Noether theorem for composition algebras (Exc. 23.28)
implies that there exists an isomorphism ψ : C → C′ extending φ12. Setting

Ψ := ϕ′ ◦ Her3(ψ,Γ) ◦ ϕ−1 ∈ Aut(J),

diagram chasing shows Ψ ◦ ι = ι′ ◦ φ, which solves the problem.
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Solutions for Section 42

42.20 Put N := NA. Then N′ := N(pq)N is a cubic form on A′ := A(p,q). From
(31.14.1) we deduce A′(+) = A(+)(pq). By Prop. 33.12 and Cor. 34.6, therefore,
A′(+) is a cubic Jordan algebra over k with norm N′. Since N′ permits compo-
sition relative to the multiplication of A′, it follows that A′ is, in fact, a cubic
alternative algebra with norm N′ over k. Now let x ∈ A′. Then Prop. 34.12,
(33.11.6) and Prop. 42.1 imply

S A′ (x) = S A′(+) (x) = S A(+)(pq) (x) = TA(+)
(
(pq)♯, x♯

)
= TA(q♯p♯x♯),

hence the second equation of (1). Similarly,

TA′ (x) = TA′ (+) (x) = TA(+)(pq) (x) = TA(+) (pq, x) = TA(pqx).

In particular, A and Ap have the same linear and quadratic trace. Thanks to
Prop. 42.1, the bilinear trace of Ap satisfies TAp (x, y) = TAp ((xp−1)(py)) =
TA((xp−1)(py))) = TA(([xp−1]p)y) = TA(x, y) and thus agrees with the bilinear
trace of A.

42.21 (a) Since (a, I) is a cubic ideal in A(+), we have aA ⊆ I and TA(x, y),TA(x♯, y),NA(x) ∈
a for all x ∈ I, y ∈ A. Now let xi ∈ I, yi ∈ A, i = 0, 1, 2, and x :=
x0 + x1 j1 + x2 j2 ∈ J(I, µ), y := y0 + y1 j1 + y2 j2 ∈ J. Then

TJ(x, y) = TA(x0, y0) + µTA(x1, y2) + µTA(x2, y1) (s1)

TJ(x♯, y) = TA(x0 − µx1x2, y0) + µTA(µx♯2 − x0x1, y2) + µTA(x♯1 − x2x0, y1)

= TA(x♯0, y0 − µTA(x1, x2y0) + µ2TA(x♯2, y2) (s2)

− µTA(x0, x1y2) + µTA(x♯1, y1) − µTA(x2, x0y1),

NJ(x) = NA(x0) + µNA(x1) + µ2NA(x2) − µTA(x0, x1x2) (s3)

243
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all belong to a. Moreover, I♯ + I × A ⊆ I by Exc. 34.21 (a), which by (42.12.3),
(42.12.5) implies J(I, µ)♯ + J(I, µ) × J ⊆ J(I, µ). Hence (a, J(I, µ)) is a cubic
ideal in J (loc. cit.). Next suppose (a, I) is a cubic nil ideal in A, i.e., a and
I are both nil (Exc. 37.21). Then (s1)-(s3) combined with Exc. 34.23 show
that the ideal J(I, µ) ⊆ J is nil. Thus (a, J(I, µ)) is a cubic nil ideal in J. On
the other hand, assume (a, I) is separated, so some k-linear map λ : A → k/a
has λ(1A) = 1k/a and λ(I) = {0}. Let λ′ : J → k/a be the projection from J
onto the initial summand followed by λ. Then λ′ is k-linear, sends 1J to 1k/a

and kills J(I, µ). Hence (a, J(I, µ)) is separated. Moreover, A/I is an alternative
algebra over k/a, whence Exc. 34.21 (b) implies that A(+)/I = (A/I)(+) carries a
unique cubic Jordan algebra structure over k/amaking the canonical projection
π : A(+) → (A/I)(+) a σ-semi-linear homomorphism of cubic Jordan algebras.
Hence A/I carries a unique structure of a cubic alternative algebra over k/a
making π a σ-semi-linear homomorphism of cubic alternative algebras. The
final assertion of (a) is obvious.

(b) The first statement is clear while (4) follows from the fact that J(Nil(A), µ)
by (a) is a nil ideal in J. Now suppose k , {0} and µ is nilpotent. Setting
I1 := Nil(A)⊕A j1⊕A j2 and combining (42.12.3), (42.12.5) with Exc. 28.20 (c),
we conclude I♯1 + I1 × J ⊆ I1. By Exc. 34.21 (a) and (s1)-(s3), therefore,
I1 is a nil ideal in J properly containing J(Nil(A), µ). Hence we can’t have
equality in (4). Next let F be a field of characteristic 3 and J = J(F, 1). Then
Nil(F) = {0} , Nil(J) since, for example, ( j1 − 1J)3 = j31 − 1J = 0.

(c) By (4), the right-hand side of (5) is contained in the left. Conversely, put
a := Nil(k), I := Nil(A). By (3),

J(A, µ)/J(I, µ) � J
(
A/I, σ(µ)

)
,

where the right-hand side is regular by Cor. 42.15. But the nil radical of J(A/I, σ(µ))
is zero by regularity and since k0 is reduced. Hence Nil(J(A, µ)) ⊆ J(I, µ), and
(5) is proved.

42.22 (a) Let A be a semi-simple cubic alternative F-algebra. Then J := A(+)

by Cor. 42.2 is a semi-simple cubic Jordan algebra over F, hence falls into
precisely one of the categories listed in Thm. 39.6. We now proceed in several
steps.

1◦. Suppose first J is as in (ii) of 39.6, so up to isomorphism we have

J = F(+) × J(M, q, e) (s1)

as a direct product of ideals, (M, q, e) being a non-degnenerate pointed quad-
ratic module over F. Then c := (1, 0) ∈ J by (5), (3) of Exc. 34.24 is an
elementary idempotent satisfying J2(c) = F(+), J1(c) = {0}, J0(c) = J(M, q, e).
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Hence Example 32.7 implies A11(c) = F, A12(c) = A21(c) = {0}, A22(c)(+) =

J(M, q, e), and the Peirce rules for alternative algebras (Exc. 14.12) show that
(s1) is in fact a decomposition into a direct product of ideals in A:

A = F ×C, (s2)

where C := A22(c) is a conic alternative F-algebra with identity element 1C = e
and norm nC = q. By (1) of Exc. 34.24 we have NA((1, u)) = nC(u) for all
u ∈ C, and since NA permits composition, so does nC . Summing up, we have
shown that C is a pre-composition algebra over F, forcing A = Ĉ to be as in
(iv) or (v) depending on whether C is split quadratic étale or not.

2◦. Next suppose J is as in (iii) of 39.6, so J = Her3(C,Γ) for some pre-
composition algebra C over F and some Γ = diag(γ1, γ2, γ3) ∈ GL3(F); in
particular, dimF(C) = 2n, n ∈ N. Arguing as in 1◦,

J′ := Fe11 ⊕ J0(e11) = Fe11 ⊕ (Fe22 ⊕C[23] ⊕ Fe33) � F(+) × J(M, q, e),

where M = Fe22 ⊕ C[23] ⊕ Fe33 as a k-module, e = e22 + e33 and q : M → F
is defined by

q(α2e22 + u1[23] + α3e33) := α2α3 − γ2γ3nC(u1) (s3)

for α2, α3 ∈ F, u1 ∈ C, carries the structure of a cubic alternative F-algebra
A′ having A′(+) = J′ as cubic Jordan algebras. By 1◦, therefore, M becomes a
pre-composition algebra C′ over F such that nC′ = q and A′ = Ĉ′; in particular,
2n + 2 = dimF(C′) = 2m for some m ∈ N, which is impossible unless n = 1.
But the norm of a pre-composition algebra over a field is either anisotropic or
hyperbolic. Hence (s3) implies that C is split quadratic étale, and we deduce
from Prop. 40.6 that

A(+) � Her3(F × F,Γ) � Her3(F × F) � Mat3(F)(+).

This isomorphism extends to one over the algebraic closure F̄ of F, and since
A(+)

F̄
� Mat3(F̄)(+) is simple, so is AF̄ . From Cor. 9.23 we therefore conclude

that A is central simple, and Thm. 13.10 implies A � Mat3(F), first as abstract
alternative algebras and then as cubic ones, thanks to Cor. 42.4. Thus we are in
case (vi).

3◦. Finally, we are able to deal with case (i) of 39.6, so J is a cubic Jordan
division algebra, forcing A to be an alternative division algebra. Since the rad-
ical of the bilinear trace of A by Prop. 42.1 (a) is a two-sided ideal in A, we
either have TA = 0 or A is regular.

Assume first TA = 0. Then F has characteristic 3 and (33a.6) implies that
NA : A → F is a homomorphism of algebras over Z. Moreover, A being a
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division algebra, this homomorphism is injective, forcing A/F to be a purely
inseparable field extension of exponent at most 1. Thus we are either in case
(i) or in case (ii).

We are left with the case that A is regular. The A′ := AF̄ is a semi-simple
cubic alternative algebra over F̄, so J′ := A′(+) falls into one of the categories
(i), (ii), (iii) of 39.6. If J′ satisfies (i), then A′ � F̄ by Exc. 8.16, hence A � F,
and we are in case (i). If J′ satisfies (ii) of 39.6, so J′ = F̄(+) × J(M′, q′, e′)
is a direct product of ideals, where (M′, q′, e′) is a non-degenerate pointed
quadratic module over F̄, then we may assume dimF̄(M′) ≥ 3 and c := (1F̄ , 0)
by Prop. 32.8 is the only elementary idempotent of J′ having J′1(c) = {0}.
Thus, by descent, c belongs to J, and J satisfies condition (ii) of 39.6. Now 2◦

implies A = Ĉ for some pre-composition algebra C over F, which is actually a
composition algebra since A is regular. Finally, if J′satisfies (iii) of 39.6, then
A′ is simple of dimension 9 over F̄ by 2◦, forcing A to be central simple of
dimension 9 over F. By Thm. 13.10, therefore, we are in case (vi) or (vii) of
our Exc.

(b) (i)⇒ (ii). Regular cubic alternative algebras are separable by Exc. 34.23
and Cor. 42.2. Moreover, k (resp. (k × k)cub) are both separable but not regular
unless 1

3 (resp. 1
2 ) belong to k.

(ii) ⇒ (i). In view of (a), (b) of (ii) combined with Exc. 34.27, we may
assume n ≥ 3. Note that A is regular (resp. separable) if and only if so is AF , for
any algebraically closed field F ∈ k-alg (for the regular case, see Exc. 39.37).
Hence we may assume that F is an algebraically closed field, so A satisfies
one of the conditions (i)-(vii) of (a). Since F is algebraically closed, only cases
(iv)-(vi) are possible, where C in (v) has dimension at least 2 and hence is
regular. But then so is A and we are done.

42.23 We will repeatedly make use of the fact that a linear map between cubic
Jordan algebras is a homomorphism if and only if it preserves unit elements
and adjoints (Exc. 34.18 (a)).

(a) φ := φA,µ,p is the identity on A(+) and, in particular, preserves units.
Furthermore, since A is associative,

φ(x)♯ =
(
x0 + (x1 p) j1 + (p♯x2) j2

)♯
=

(
x♯0 − NA(p)µx1x2

)
+

(
NA(p)µx♯2 p − (x0x1)p

)
j1 +

(
p♯x♯1 − p♯x2x0

)
j2

= φ(x♯),

so φ : J(A,NA(p)µ) → J(A, µ) is a homomorphism of cubic Jordan algebras.
The final assertion is clear.

(b) In order to show for x ∈ A that x[A, A] = {0} implies x = 0, we
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may assume that k is a local ring with maximal ideal m. Since [A, A](m) =
[A(m), A(m)] is the kernel of the reduced trace of the central simple associative
algebra A(m) of degree 3 over the field k(m), it contains invertible elements.
Hence so does [A, A] over k, and we conclude x = 0, as desired.

(ii)⇒ (i). Follows immediately from (a).
(i) ⇒ (ii). Observe A(+)⊥ = A j1 + A j2 in J(A, ν) and J(A, µ), respectively,

by (42.12.6) since µ, ν ∈ k are invertible. Moreover, given x, y, z1, z2 ∈ A and
setting z := z1 j1 + z2 j2, we may apply (42.13.1) to obtain

x . (y . z) = x .
(
(yz1) j1 + (z2y) j2

)
= (xyz1) j1 + (z2yx) j2 = (xy) . z −

(
z2[x, y]

)
j2.

By what we have just shown, therefore, x . (y . z) = (xy) . z for all x, y ∈ A if and
only if z2 = 0, and we conclude

A j1 = {z ∈ A(+)⊥ | x . (y . z) = (xy) . z for all x, y ∈ A}. (s1)

Since φ preserves traces, it maps A(+)⊥ ⊆ J(A, ν) to A(+)⊥ ⊆ J(A, µ), and since
φ preserves bilinearized adjoints, we have φ(x . z) = x . φ(z) for all x ∈ A(+),
z ∈ A(+)⊥. Hence (s1) implies that φ sends A j1 ⊆ J(A, ν) to A j1 ⊆ J(A, µ). In
particular, φ( j1) = p j1 for some p ∈ A, which implies

NA(p)µ = NJ(A,µ)(p j1) = NJ(A,µ)
(
φ( j1)

)
= NJ(A,ν)( j1) = ν,

proving the first part of (b). But we also have φ( j2) = φ( j♯1) = φ( j1)♯ = (p j1)♯ =
p♯ j2, and for z1, z2 ∈ A, we conclude

φ(z1 j1 + z2 j2) = z1 . (p . j1 + z2 . (p♯ . j2)) = (z1 p) j1 + (p♯z2) j2.

Hence φ = φA,µ,p, which is an isomorphism by (a) since p ∈ A×.
(c) Put ψ := ψA,µ,p. Then

ψ(x♯) = ψ
((

x♯0 − µ(x1 p−1)(px2)
)
+

(
µx♯2 − (x0 p−1)(px1)

)
j1

+
(
x♯1 − (x2 p−1)(px0)

)
j2
)

=
(
x♯0 − µ(x1 p−1)(px2)

)
+

(
µx♯2 p−1 − [(x0 p−1)(px1)]p−1) j1

+
(
NA(p)−1 px♯1 − NA(p)−1 p[(x2 p−1)(px0)]

)
j2

=
(
x♯0 − NA(p)µ

(
x1 p−1)(NA(p)−1 px2

))
+

(
NA(p)µ

(
NA(p)−1 px2

)♯
− x0(x1 p−1)

)
j1

+
(
(x1 p−1)♯ −

(
NA(p)−1 px2

)
x0

)
j2

=
(
x0 + (x1 p−1) j1 +

(
NA(p)−1 px2

)
j2
)♯
= ψ(x)♯.
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Thus ψ is an isomorphism of cubic Jordan algebras. It remains to show that the
diagram (3) commutes:

ψA,NA(q)µ,p◦ ψAp,µ,q(x)

= ψA,NA(q)µ,p
(
x0 + [(x1 p−1)(pq−1)] j1 + NA(q)−1[(qp−1)(px2)] j2

)
= x0 +

(
[(x1 p−1)(pq−1)]p−1) j1 + NA(p)−1NA(q)−1(p[(qp−1)(px2)]

)
j2

= x0 +
(
x1(pq)−1) j1 + NA(pq)−1((pq)x2

)
j2 = ψApq,µ,pq(x),

as desired.
(d) We apply Cor. 42.14 to J := J(Aop, µ−1), J0 := Aop(+) ⊆ J, V := Aop j1 ⊕

Aop j2 ⊆ J and l := µ j2 = µ j♯1 ∈ J. Then l is a Kummer element of J relative
to (J0,V) satisfying l♯ = µ2 j♯2 = µ

2µ−1 j1 = µ j1, and Thm. 42.10 (b) combined
with (42.13.2) implies

Aop = A j1 (J, J0,V) = Al♯ (J, J0,V) = Al(J, J0,V)op,

hence A = Al(J, J0,V). We also have NJ(l) = µ3NJ( j2) = µ3µ−2 = µ, and
Cor. 42.14 yields a unique homomorphism

φ : J(A, µ) −→ J = J(Aop, µ−1)

of cubic Jordan algebras inducing the identity on A(+) = Aop(+) = J0 and satis-
fying

φ(x0 + x1 j1 + x2 j2) = x0 + x1 . l + x2 . l♯ = x0 + µx2 j1 + µx1 j2

for x0, x1, x2 ∈ A. Clearly, φ is an isomorphism.

42.24 We begin with recalling some standard notation from linear algebra.
Let n be a positive integer. We denote by kn rank-n column space over k and
by (ei)1≤i≤n its canonical basis. Analogously, we denote by kn rank-n row space
over k and have (eT

i )1≤i≤n as its canonical basis. Matrices x, y ∈ Matn(k) can be
written as columns of their row vectors, i.e.,

x =


x1
...

xn

 , xi = eT
i x ∈ kn, y =


y1
...

yn

 , yi = eT
i y ∈ kn (1 ≤ i ≤ n), (s1)

ditto for xy ∈ Matn(k). If x = (ξi j)1≤i, j≤n, then (s1) implies

(xy)i = eT
i xy = xiy =

n∑
j=1

ξi jeT
j y =

n∑
j=1

ξi jy j (1 ≤ i ≤ n). (s2)



Section 42 249

Let us now get back to to the exercise proper. Note first that the off-diagonal
components in

C = Zor(k) =
(

k k3

k3 k

)
are rank-3 column vectors. Given y ∈ Mat3(k) as in (s1) for n = 3, we put

ly =
∑(

0 0
yT

i 0

)
[ jl] ∈ Her3(C) = J. (s3)

We now identify Mat3(k)(+) = Her3(k × k) via Prop. 36.9 and the split quad-
ratic étale k × k with the diagonal of C = Zor(k). Then another matrix x =
(ξi j)1≤i, j≤3 ∈ Mat3(k) may be viewed canonically as an element of J, and we
claim

x × ly = −lxy. (s4)

To see this, we combine (36.4.6) with (s2) and obtain

−x × ly = −
∑(

ξieii +

(
ξ jl 0
0 ξl j

)
[ jl]

)
×

∑(
0 0
yT

i 0

)
[ jl]

=
∑(

ξii

(
0 0
yT

i 0

)
−

(
ξli 0
0 ξil

) (
0 0
yT

l 0

)
−

(
0 0
yT

j 0

) (
ξi j 0
0 ξ ji

))
[ jl]

=
∑(

0 0
ξiiyT

i + ξilyT
l + ξi jyT

j 0

)
[ jl]

=
∑(

0 0
(
∑3
ν=1 ξiνyν)T 0

)
[ jl] =

∑(
0 0

(xy)T
i 0

)
[ jl] = lxy,

as claimed.
We now put

ui :=
(
0 0
ei 0

)
∈ C0 ∋

(
0 ei

0 0

)
=: vi (1 ≤ i ≤ 3),

where C0 stands for the k-module of trace-zero-elements in C. Adopting the
ternary cyclicity convention 36.1 and applying (21.18.4), we conclude

uiu j = vl, viv j = ul (1 ≤ i ≤ 3). (s5)

Now put

l := l1 =
∑

ui[ jl] (s6)

where nC(ui) = 0 and (s5) combined with (36.4.4) imply

l♯ =
∑

v̄i[ jl] = −
∑

vi[ jl]. (s7)
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Moreover, by (36.4.5), (s5), (21.18.4),

NJ(l) = tC(u1u2u3) = tC(u1v1) = tC(
(
0 0
0 −1

)
) = −1, (s8)

so l is invertible in J.
(a) We put J0 := Mat3(k)(+) = Her3(k × k) ⊆ J as a regular cubic Jordan

subalgebra and have

J⊥0 =
∑(

0 k3

k3 0

)
[ jl],

whence (s6), (s7) imply that l is strongly orthogonal to J0. It is also invertible
in J and from (s4) we deduce x . (y . l) = x . (y . l1) = x . ly = lxy = (xy) . l for all
x, y ∈ Mat3(k), i.e., the stability condition for l. In other words, l is a Kummer
element of J relative to J0 and Al(J, J0) = Mat3(k). Since the norm of Mat3(k)
is surjective, (a) follows from Cor. 42.14 combined with Exc. 42.23 (a).

(b) The regularity of J0 := Sym3(k) ⊆ J is clear, and since l is an ivertible
element of J strongly orthogonal to Mat3(k)(+), it is so to J0. But if l were a
Kummer element relative to J0, then what we have seen in (a) would imply
that Sym3(k) ⊆ Mat3(k) were an associative subalgebra, a contradiction.

42.25 By Lemma 38.4, there exists an elementary idempotent e ∈ J such that
u ∈ J0(e). Since J is split, so the class group of J is trivial (Lemma 41.15),
the automorphism group of J acts transitively on the elementary idempotents
(Cor. 41.19). Hence we may assume J = Her3(C), C := Zor(F), e = e11.
Consulting the Peirce rules (32.15.1) and (37.8.1) combined with the fact that
u has trace zero (Exc. 34.23), we deduce from (36.4.8) that u = ξ(e22 − e33) +
v[23], for some ξ ∈ F and some v ∈ C.

(∗) We claim that there exists a w ∈ C× such that w−1v is contained in a (split)
quadratic étale subalgebra of C.

If v is invertible, then w := v does the job. If not, then Zariski density yields
a w ∈ C× having tC(w−1v) = 1. Since nC(w−1v) = nC(w)−1nC(v) = 0, we
conclude that w−1v is an elementary idempotent in C, and (∗) follows.

Replacing w by
√

w−1w if necessary, we may assume nC(w) = 1. Consulting
(36.4.5), we see that the assignment∑

(ξieii + vi[ jl]) 7−→
∑

ξieii + (w−1v1)[23] + (v2w−1[31] + (wv3w)[12]

gives a linear bijection J → J that preserves unit element and norm, hence
is an automorphism of J (Exc. 34.18). By (∗), we may therefore assume that
v itself belongs to a split quadratic étale subalgebra of J. But this means that
u = ξ(e22 − e33) + v[23] belongs to a subalgebra of J isomorphic to Her3(F ×
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F) � Mat3(F)(+). By Exercises 42.24 and 41.34, therefore, we may assume
J = J(Mat3(F), 1) as a first Tits construction such that u ∈ Mat3(F)(+). Since
nilpotent elements of A := Mat3(F) having index 2 (i.e., rank 1) are conjugate
under (inner) automorphisms of A, and every automorphism φ of A extends to
the automorphism J(φ, 1) of J, the problem is solved.

42.26 We put J := J(A, µ). Then Thm. 42.12 yields

Upx = TJ(p, x)p − p♯ × x = TA(p, x0)p − p♯ × x0 + (p♯x1) j1 + (x2 p♯) j2,

and (1) follows from Prop. 34.12. Combining (33.11.2) with (1), we conclude

x(♯,p) = NA(p)Up−1 x♯

= NA(p)
(
p−1(x♯0 − µx1x2)p−1 +

(
p−1♯(µx♯2 − x0x1)

)
j1

+
(
(x♯1 − x2x0)p−1♯) j2

)
,

and (2) has been proved. That L̃p, R̃p are isomorphisms of cubic Jordan al-
gebras as indicated could now be proved by using (2) and showing that they
preserve adjoints. Leaving this to the reader, we prefer to adopt a different ap-
proach and begin by deriving (5). The first two equations follow immediately
from the left (resp. right) Moufang identity. For the third, we apply (13.5.4)
and obtain

L̃pUqR̃p(x) = L̃pUq
(
x0 p + (p−1x1 p♯) j1 + (px2) j2

)
= L̃p

(
q(x0 p)q +

(
q♯(p−1x1 p♯)

)
j1 +

(
(px2)q♯

)
j2
)

= p
(
q(x0 p)q

)
+

((
q♯(p−1x1 p♯)

)
p
)

j1 +
(
p♯

(
(px2)q♯

)
p−1

)
j2

= (pq)x0(pq) +
(
(pq)♯x1

)
j1 +

(
x2(pq)♯

)
j2 = Upq(x)

and, similarly,

R̃qUpL̃q(x) = R̃qUp
(
qx0 + (x1q) j1 + (q♯x2q−1) j2

)
= R̃q

(
p(qx0)p +

(
p♯(x1q)

)
j1 +

(
(q♯x2q−1)p♯

)
j2
)

=
(
p(qx0)p

)
q +

(
q−1(p♯(x1q)

)
q♯

)
j1 +

(
q
(
(q♯x2q−1)p♯

))
j2

= (pq)x0(pq) +
(
(pq)♯x1

)
j1 +

(
x2(pq)♯

)
j2 = Upq(x).

Thus (5) holds. Its last equation combined with Prop. 12.24 and 31.20 implies
L̃p, R̃p ∈ Str(J) with L̃♯p = R̃p, R̃♯

p = L̃p. Since L̃♯p(1J) = p = R̃♯
p(1J), there-

fore, we deduce from Thm. 31.22 (d) that L̃p, R̃p are indeed isomorphisms
of abstract Jordan algebras from J(p) to J. It remains to prove that they are,
in fact, homomorphisms of cubic ones, i.e., that they preserve norms. Putting
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J := J(A, µ), we compute

NJ ◦ L̃p(x) = NJ
(
px0 + (x1 p) j1 + (p♯x2 p−1) j2

)
= NA(p)NA(x0) + µNA(p)NA(x1) + µ2NA(p)NA(x2)

− µTA
(
(px0)(x1 p)(p♯x2 p−1),

where the last summand, up to the factor −µ, agrees with

NA(p)TA

((
p(x0x1)p

)
(p−1x2 p−1)

)
= NA(p)TA

(
p
(
(x0x1)(x2 p−1)

))
= NA(p)TA

(
(x0x1)(x2 p−1)p

)
= NA(p)TA(x0x1x2).

Hence the relation NJ ◦ L̃p = NJ(p) holds strictly, so L̃p : J(p) → J is indeed a
homomorphism of cubic Jordan algebras. The map R̃p can be treated similarly.
The rest is clear.

42.27 (a) We begin by showing that (1) makes E⊥ a left E-module. Since
1 . u = u, we must show

x × (y × u) = −(xy) × u (s1)

for all x, y ∈ E, u ∈ E⊥. After a faithfully flat base change that splits E
(Cor. 39.32), and consulting Prop. 25.4, we may assume that E itself is split,
so there is an elementary frame Ω = (e1, e2, e3) in J satisfying E =

∑
kei.

Let J =
∑

(kei + J jl) be the Peirce decomposition of J relative to Ω. Then
E⊥ =

∑
J jl by (37.13.5), and we have x =

∑
ξiei, y =

∑
ηiei, u =

∑
u jl, for

some ξi, ηi ∈ k, u jl ∈ J jl, 1 ≤ i ≤ 3. Now (37.13.4) implies

x × (y × u) = −x ×
∑

ηiu jl =
∑

ξiηiu jl = (xy) × u jl,

and this is (s1).
(b) The property of qE to be a quadratic form over E can be proved in a

similar manner as in (a), but we prefer an approach that is “rational” by avoid-
ing scalar extensions once (a) is taken for granted. Note first that (2) is a vi-
able definition of qE as a map since TE is a regular symmetric bilinear form
on E. Actually, qE is nothing else than the k-quadratic map belonging to the
complemented cubic Jordan subalgebra (E, E⊥) of J via (35.6.1) and denoted
there by Q. In particular, by (35b.1), qE is homogeneous of degree 2 over E:
qE(x . u) = x2qE(u) for all x ∈ E, u ∈ E⊥. Now let x ∈ E, u, v ∈ E⊥ and z ∈ E.
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Then the equations

TE
(
z, qE(x . u, v)

)
= TJ

(
z, (x × u) × v

)
= TJ

(
x × (z × v), u

)
= − TJ

(
(xz) × v, u

)
= −TJ(xz, u × v) = TE

(
xz, qE(u, v)

)
= TE

(
z, xqE(u, v)

)
show that the k-bilinearization of qE is, in fact, E-bilinear, as desired.

(c) The first part follows from the decomposition J = E ⊕ E⊥. In (3) we first
note that qER is nothing else than the R-quadratic extension of qE viewed as a
quadratic map over k, so adopting the notational conventions of 12.27, the top
row of (3) becomes(

k(qE)
)
R :

(
k(E⊥)

)
R −→ (kE)R = E ⊗ R,

and it makes sense to regard the vertical arrow on the left of (3) as the identi-
fication (12.27.1). On the other hand, the bottom row of (3) should be written,
more accurately, as

(qE)RE : (E⊥)RE −→ ERE = E ⊗E RE = R ⊗ E. (s2)

But (kE)R = ERE , again under the identification (12.27.1), and combining (s2)
with (12.27.2), we obtain r⊗ x = 1E⊗E (r⊗ x) = x⊗r for x ∈ E, r ∈ R. Thus the
commutativity of (3) is equivalent to (k(qE))R = (qE)RE , which follows from
(12.27.5).

(d) If R ∈ k-alg and S ∈ R-alg are both faithfully flat, then so is S ∈ k-alg
(25.3 (i)). The same conclusion holds for the property of being finitely pre-
sented in place of being faithfully flat (Exc. 25.30 (a)). By Cor. 39.32, there-
fore, we may assume that E is split. Accordingly, let Ω = (e1, e2, e3) be an
elementary frame in J, with Peirce decomposition J =

∑
(kei + J jl), such that

E =
∑

kei. By Prop. 39.28, we may assume that J is regular of rank n ≥ 9.
Changing scalars to any algebraically close field K ∈ k-alg makes JK split of
dimension 9, 15, or 27, and Cor. 39.3 shows that the off-diagonal Peirce spces
of JK relative to ΩK all have the same dimension 2, 4, or 8, respectively. From
(37.13.8) combined with Prop. 37.4 (c) we therefore deduce that the restric-
tion of S J to J jl is a regular quadratic form of even rank. After an appropriate
étale cover of k, Exc. 26.12 (b) allows us to assume that this restriction is
split hyperbolic. In particular S (u jl) = −1 for some u jl ∈ J jl, and we have
found a strong co-ordinate system in J extending Ω. Combining the Jacob-
son co-ordinatization theorem 37.17 with Exc. 39.38, we therefore obtain an
identification J = Her3(C), for some composition algebra C over k, such that
E =

∑
keii is the diagonal of J. After yet another fppf base change, we may

assume that C = C0r is split of rank r = 1
3 (n − 3), proving the first part of
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(d). Note that ER = RE (by (b)) is faithfully flat over E since faithful flatness
is stable under base change (25.2). Combining (3) with (36.4.7), (36.4.6), we
therefore conclude that

(E⊥)RE = E⊥R =
∑

C[ jl]

is a free ER-module of rank r. Hence E⊥ by [17, I, Lemme 3.6 (c)] is a finitely
generated projective E-module of rank r. It remains to show that qE is non-
singular, and even regular unless n = 6 and 2 < k×. Since a quadratic form on
a projective module that becomes regular (resp. non-singular) after a faithfully
flat base change must have been so all along (which follows immediately from
the definitions in the regular case and from Exc. 25.34 in the non-singular one),
it suffices to prove the assertion for qER rather than qE . But (36.4.4) shows
qER � (nC)ER , and nC by Cor. 19.11 is regular unless r = 1 and 1

2 < k, in which
case it is at least non-singular. The assertion follows.

(e) Since E⊥ is an E-module under the action (1), the stability condition
(iii) of 42.8 holds automatically for any l ∈ E⊥. Thus l is a Kummer element
relative to E if and only if l is invertible in J and both l and l♯ belong to E⊥;
the latter condition, in turn, is equivalent to qE(l) = 0, proving the first part
of (e). In this case, we clearly have Al(J, E) = E, and Cor. 42.14 yields the
indicated embedding from J(E, λ) to J. The final assertion will follow once we
have shown that l is unimodular as an element of E⊥ as an E-module. But this
is clear since qE(l, l♯) = NJ(l)1E by (35b.11).

42.28 (a) We begin with the reduction to the case µ = 1, p = 1C . For any
α ∈ k×, p ∈ C×, we have p̂ := (α, p) ∈ A× and

Ap̂ = k ×Cp, NA( p̂) = αnC(p). (s1)

Now let α := µ and p := 1C . Then (s1) implies A p̂ = A, NA(p̂) = µ and applying
Exc. 42.23 yields J(A, µ) � J(A, 1). Next assume α = 1 in (s1). Assuming the
case µ = 1, p = 1C has been settled, we conclude

Her3(Cp,Γ0) � J(Ap̂, 1) � J(A,NA( p̂)) � J(A, 1) � Her3(C,Γ0).

From now on, we may therefore assume µ = 1 and p = 1C .
(i) We abbreviate t := tC , n := nC , T := TJ , S := S J , N := NJ and write C0

for the module of trace-zero elements in C. Moreover, we put e1 := (1, 0) ∈ A,
have A = ke1⊕C as a direct sum of submodules, and recall from Exc. 34.24 (b)
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the relations

1 := 1A = e1 + 1C , (s2)

N(αe1 + u) = αn(u), (s3)

(αe1 + u)♯ = n(u)e1 + αū, (s4)

(αe1 + u) × (βe1 + v) = n(u, v)e1 + αv̄ + βū, (s5)

T (αe1 + u, βe1 + v) = αβ + t(uv), (s6)

T (αe1 + u) = α + t(u), (s7)

S (αe1 + u) = αt(u) + n(u), (s8)

S (αe1 + u, βe1 + v) = αt(v) + βt(u) + n(u, v) (s9)

for all α, β ∈, u, v ∈ C. From (s4) and (s7) we conclude that e1 is an elemen-
tary idempotent in J. It remains to establish the corresponding Peirce rules.
While (3) follows immediately from (37.2.1), the remaining assertions require
a proof. Let

x = x0 + x1 j1 + x2 j2, xi = αie1 + vi ∈ A, αi ∈ k, vi ∈ C, 0 ≤ i ≤ 2.
(s10)

Then (42.12.7) and (s7) imply

T (x) = T (x0) = α0 + t(v0). (s11)

On the other hand, (42.12.5) yields e1 × x = e1 × x0 − (e1x1) j1 − (x2e1) j2, and
applying (s5) we conclude

e1 × x = v̄0 − (α1e1) j1 − (α2e1) j2. (s12)

Now (4) follows by combining (37.2.2) with (s11) and (s12). Observing

e0 := 1 − e1 = 1C , (s13)

we obtain T (x)e0 − x = (α0 + t(v0))1C − x0 − x1 j1 − x2 j2 = α0(1C − e1) + v̄0 −

x1 j1 − x2 j2, and comparing this with (s12), we deduce (5) from (37.2.3).
(ii) We clearly have

∑
ei = 1. Suppose we know that e2 is an elementary

idempotent of J. Then (5) shows that it is orthogonal to e1, and the assertion
follows from Prop. 37.4. Thus we only need to show that e2 is an elementary
idempotent. From (s7), (42.12.7) and (s4) we deduce T (e2) = t(u0) = 1, while
(42.12.5) and (s5) yield e♯2 = (u♯0 − n(u0)e1) + (n(u0)2e♯1 − n(u0)u0e1) j1 + (e♯1 −
n(u0)e1u0) j2 = n(u0)e1−n(u0)e1 = 0, so e2 is indeed an elementary idempotent.
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(iii) Decomposing an arbitrary element x ∈ J as in (s10)), we claim ,

e2 × x =
((

n(u0, v0) − n(u0)α1 − α2
)
e1 + α0ū0

)
+ (s14)(

− α0e1 +
(
n(u0)v̄2 − u0v1

))
j1 +

(
− n(u0)α0e1 + (v̄1 − v2u0)

)
j2,

e3 × x =
((

n(ū0, v0) + n(u0)α1 + α2
)
e1 + α0u0

)
+ (s15)(

α0e1 −
(
n(u0)v̄2 + ū0v1

))
j1 +

(
n(u0)α0e1 − (v̄1 + v2ū0)

)
j2.

To establish (s14), we expand the left-hand side by (42.12.5) and apply (s5) to
conclude

e2 × x =
(
u0 + e1 j1 +

(
n(u0)e1

)
j2
)
×

(
x0 + x1 j1 + x2 j2

)
=

(
u0 × x0 − e1x2 − n(u0)x1e1

)
+

(
n(u0)e1 × x2 − u0x1 − x0e1

)
j1+(

e1 × x1 − n(u0)e1x0 − x2u0
)
j2

=
(
n(u0, v0)e1 + α0ū0 − α2e1 − n(u0)α1e1

)
+(

n(u0)v̄2 − u0v1 − α0e1
)
j1 + (v̄1 − n(u0)α0e1 − v2u0

)
j2.

Hence (s14) follows. Similarly,

e3 × x =
(
ū0 − e1 j1 −

(
n(u0)e1

)
j2
)
×

(
x0 + x1 j1 + x2 j2

)
=

(
ū0 × x0 + e1x2 + n(u0)x1e1

)
+

(
− n(u0)e1 × x2 − ū0x1 + x0e1

)
j1+(

− e1 × x1 + n(u0)e1x0 − x2ū0
)
j2

=
(
n(ū0, v0)e1 + α0u0 + α2e1 + n(u0)α1e1

)
+(

− n(u0)v̄2 − ū0v1 + α0e1
)
j1 +

(
− v̄1 + n(u0)α0e1 − v2ū0

)
j2

gives (s15).
We now prove (6) by applying (37.5.2), (s14), (s15) and (s11) to obtain the

following chain of equivalent statements.

x ∈ J23 ⇐⇒ T (x) = 0, e2 × x = e3 × x = 0

⇐⇒ α0 + t(v0) = 0, n(u0, v0) = n(u0)α1 + α2, α0 = 0,

n(u0)v̄2 = u0v1, v̄1 = v2u0,

n(ū0, v0) + n(u0)α1 + α2 = 0, n(u0)v̄2 + ū0v1 = 0 = v̄1 + v2ū0;

if this holds, then 0 = v̄1 − v̄1 = v2u0 + v2ū0 = v2, hence v1 = 0 as well, and (6)
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is proved. Similarly, also using (s12),

x ∈ J31 ⇐⇒ T (x) = 0, e1 × x = 0 = e3 × x

⇐⇒ α0 + t(v0) = 0, v0 = 0, α1 = α2 = 0,

α0 = 0, n(u0)v̄2 + ū0v1 = 0 = v̄1 + v2ū0

⇐⇒ α0 = α1 = α2 = 0, v0 = 0, v1 = −u0v̄2,

and this amounts to (7). Finally,

x ∈ J12 ⇐⇒ T (x) = 0, e1 × x = 0 = e2 × x

⇐⇒ v0 = 0, α1 = α2 = 0,

α0 = 0, n(u0)v̄2 − u0v1 = 0 = v̄1 − v2u0

⇐⇒ v0 = 0, α0 = α1 = α2 = 0, v1 = ū0v̄2,

which proves (8).
(iv) From (8) we deduce that u31 belongs to J31. Since 2u0 − 1C has trace

zero and

u23 = (2u0 − 1C) + 2e1 j1 +
(
nC(u0, 2u0 − 1C) − 2nC(u0)

)
e1 j2,

u23 by (6) belongs to J23. It remains to compute S (u jl) for i = 1, 2. We do so
by applying (42.12.8), (s8) and (s6) to conclude

S (u23) = S (2u0 − 1C) − T
(
2e1,

(
2nC(u0) − 1

)
e1

)
= n(2u0 − 1C) − 2

(
2n(u0) − 1

)
= 4n(u0) − 2 + 1 − 4n(u0) + 2 = 1,

S (u31) = T (u0) = t(u0) = 1,

and the proof of (iv) is complete.
(v) In the terminology of Prop. 37.15 we have

ω = 1, γ1 = γ2 = −1, γ3 = 1. (s16)

We begin by verifying (11). By Prop. 12.24, we may assume that u is invertible.
Then the left Moufang identity yields

u
(
(uv − ūv̄)(uw)

)
=

(
u(uv − ūv̄)u

)
w =

(
u(uvu)

)
w − n(u)(v̄u)w

= n(u, v̄)u2w − n(u)(uv̄ + v̄u)w

= n(u, v̄)u2w − n(u)
(
t(u)v̄ + t(v)u − n(u, v̄)1C

)
w

= u
(
n(u, v̄)uw − t(u)ū(v̄w) − n(u)t(v)w + n(u, v̄)ūw

)
= u

((
t(u)n(u, v̄) − n(u)t(v)

)
w − t(u)ū(v̄w)

)
.

Cancelling u, the assertion follows.
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Now let

x = (ū0v̄) j1 + v j2, y = (ū0w̄) j1 + w j2, (v,w ∈ C) (s17)

be arbitrary elements of J12 = CJ,S. Then (42.12.5) yields

x × u23 =
(
(ū0v̄) j1 + v j2

)
×

(
(2u0 − 1C) + 2e1 j1 +

(
2n(u0) − 1

)
e1 j2

)
=

(
−

(
2n(u0) − 1

)
(ū0v̄)e1 − 2e1v

)
+

((
2n(u0) − 1

)
v × e1 − (2u0 − 1C)ū0v̄

)
j1

+
(
2(ū0v̄) × e1 − v(2u0 − 1C)

)
j2

=
((

2n(u0) − 1
)
v̄ − 2n(u0)v̄ + ū0v̄

)
j1 + (2vu0 − 2vu0 + v) j2

= (−v̄ + ū0v̄) j1 + v j2 = (−u0v̄) j1 + v j2,

hence

x × u23 = −(u0v̄) j1 + v j2. (s18)

Similarly,

u31 × y =
(
− u0 j1 + 1C j2

)
×

(
(ū0w̄) j1 + w j2

)
= (u0w − ū0w̄) + (1C × w) j1 −

(
u0 × (ū0w̄)

)
j2,

hence

u31 × y =
(
u0w − ū0w̄

)
+

(
t(w)e1

)
j1 −

(
n(u0, ū0w̄)e1

)
j2. (s19)

As a side remark we note u0w − ū0w̄ ∈ C0 and n(u0, u0w − ūow̄) − n(u0)t(w) =
n(ū0u0,w) − n(u0, ū0w̄) − n(u0)t(w) = −n(u0, ū0w̄), so

u31 × y =
(
u0w − ū0w̄

)
+

(
t(w)e1

)
j1 +

(
[n(u0, u0w − ū0w̄) − n(u0)t(w)]e1

)
j2

by (6) does indeed belong to J23, as it should. Using (s18), (s19) and (42.12.5),
(s5), we can now compute

(x × u23) × (u31 × y) =
(
− (u0v̄) j1 + v j2

)
×((

u0w − ū0w̄
)
+

(
t(w)e1

)
j1 −

(
n(u0, ū0w̄)e1

)
j2
)

=
(
− n(u0, ū0w̄)(u0v̄)e1 − t(w)e1v

)
+(

− n(u0, ū0w̄)v × e1 + (u0w − ū0w̄)(u0v̄)
)
j1+(

− t(w)(u0v̄) × e1 − v(u0w − ū0w̄)
)
j2

=
(
(u0w − ū0w̄)(u0v̄) − n(u0, ū0w̄)v̄

)
j1+(

− t(w)vū0 − v(u0w) + v(ū0w̄)
)
j2.

Here we note

−t(w)vū0 − v(u0w) + v(ū0w̄) = −v(ū0w) − v(ū0w̄) − v(u0w) + v(ū0w̄) = −vw
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since u0 has trace 1 and apply (11) to conclude

(u0w − ū0w̄)(u0v̄) − n(u0, ū0w̄)v̄ =
(
n(u0, w̄) − n(u0)t(w)

)
v̄ − ū0(w̄v̄) − n(u2

0, w̄)v̄

= − ū0vw +
(
n(u0, w̄) − n(u0)t(w)

− n(u0, w̄) + n(u0)t(w)
)
v̄

= − ū0vw.

Hence

(x × u23) × (u31 × y) = (−ū0vw) j1 + (−vw) j2. (s20)

We put C′ := CJ,S and n′ := nCJ,S . Since ω = 1 by (s16), we combine (s20)
with (37.15.3) to conclude that

φ : C −→ C′, v 7−→ (−ū0v̄) j1 − v j2

is an isomorphism of k-algebras; in particular, it is unital. Moreover, by (37.15.4),
(n′ ◦ φ)(v) = −S (−(ū0v̄) j1 − v j2) = n(v), so φ : (C, n) → (C′, n′) is actually an
isomorphism of conic k-algebras.

(b) C is free of rank 8 as a k-module. By Exc. 37.22, we may assume
Γ = diag(γ1, γ2, γ3),

∏
γi = 1. Since nC is universal, we find p, q ∈ C× sat-

isfying nC(p) = γ−1
3 , nC(q) = −γ−1

2 , hence nC(pq) = −γ1. By Exc. 37.24,
therefore, we may assume Γ = Γ0. On the other hand, the Alsaody-Gille theo-
rem 23.10 yields some p ∈ C× making Cp split. By (a), therefore, Her3(C,Γ) �
Her3(Cp,Γ0) is split by Prop. 40.6.

Solutions for Section 43

43.11 In order to get the terminology straight, let us denote by paltinvk the cat-
egory of pointed alternative k-algebras with involution as defined in Exc. 43.11.
By contrast, let us denote by altistk the category of alternative k-algebras with
isotopy involution as defined in 43.4.

We begin by defining a functor Φ : paltinvk → altistk. Let ((B, τ), q) be an
object of paltinvk. Then Cor. 43.8 shows that

Φ
((

(B, τ), q
))

:= (Bq, τq, q)

is an object of altistk. If φ : ((B, τ), q)→ ((B′, τ′), q′) is a morphism in paltinvk,
then it is straightforward to check that

φ : (Bq, τq, q) −→ (B′q
′

, τ′q
′

, q′)

is a morphism in altistk. Hence we obtain a functor Φ of the desired kind.
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Next we define a functor Ψ : altistk → paltinvk in the opposite direction.
Let (B, τ, q) be an object of altistk, i.e., an alternative k-algebra with isotopy
involution. Then Prop. 43.7 and Lemma 43.1 show with p := q−1 that

Ψ
(
(B, τ, q)

)
:=

(
(Bp, τp), q

)
is an object of paltinvk. If ψ : (B, τ, q) → (B′, τ′, q′) is a morphism in altistk

and p := q−1, p′ := q′−1, then ψ(p) = p′, and it is straightforward to check that

ψ :
(
(Bp, τp), p

)
−→

(
(B′p

′

, τ′p
′

), q′
)

is a morphism in paltinvk. Hence we obtain a functor Ψ of the desired kind.
Now we simply apply (43.7.5) to conclude that Ψ ◦ Φ is the identity on

paltinvk and Φ ◦ Ψ is the identity on altistk. Summing up

Φ : paltinvk
∼
−→ altistk

is an isomorphism of categories with inverse Ψ.

43.12 The map ϵA has clearly period two and fixes p. For the first part of the
problem, it therefore suffices to show (43.2.1) for ϵA in place of τ. To this end,
let x, x′, y, y′ ∈ A. Then(
ϵA

(
(y, y′)

)
p−1

)(
pϵA

(
(x, x′)

))
=

(
(y′, y)(q, q)

)(
(q−1, q−1)(x′, x)

)
=

(
(y′q−1)(qq), qy

)(
(q−1q−1)(qx′), xq−1)

= (y′q, qy)(q−1x′, xq−1)

=
((

(y′q)q−1)(q(q−1x′)
)
, (xq−1)(qy)

)
=

(
y′x′, (xq−1)(qy)

)
= ϵA

((
(xq−1)(qy)

)
, y′x′

))
= ϵA

(
(x, x′)(y, y′)

)
,

as desired. Turning to the second part of the problem, we first note

H(Aq × Aop, ϵA) = {(x, x) | x ∈ A}.

On the other hand, given x, x′ ∈ A, we have(
ϵA

(
(x, x′)

)
p
)
(x, x′) =

(
(x′, x)(q−1, q−1)

)
(x, x′)

=
(
(x′q−1)(qq−1), q−1x)(x, x′)

)
= (x′q−1, q−1x)(x, x′) =

((
(x′q−1)q−1)(qx), x′(q−1x)

)
=

(
(x′q−2)(qx), x′(q−1x)

)
.

Combining, and using (15.9.3), we obtain the following chain of equivalent
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conditions:

∀x, x′ ∈ A :
(
ϵA

(
(x, x′)

)
p
)
(x, x′) ∈ H(Aq × Aop, ϵA)

⇐⇒ ∀x, x′ ∈ A : (x′q−2)(qx) = x′(q−1x)

⇐⇒ ∀x, x′ ∈ A : (x′q−2)(q2x) = x′x

⇐⇒ A = Aq2

⇐⇒ q2 ∈ Nuc(A).

This solves the problem.

Solutions for Section 44

44.30 (a) M0 is clearly a k-submodule of M and (9.2.5) impliesΦ(x0⊗a) = ax0

for all x0 ∈ M0 and a ∈ K. In particular, (1) commutes. It remains to show that
Φ is bijective. To this end, we note for any prime ideal p ⊆ k that kp is a flat k-
algebra (Bourbaki [4, II, §2, Thm. 1]), which implies H(Mp, τp) = H(M, τ)p by
Exc. 39.40. Hence we may assume that k is a local ring and apply Prop. 19.8
to pick θ ∈ K as in the hint. The k-linear map M2

0 → M0 ⊗ K, (x0, y0) 7→
x0⊗1K +y0⊗θ is bijective andΦ(x0⊗1K +y0⊗θ) = x0+θy0 for all x0, y0 ∈ M0.
Given z ∈ M, x0, y0 ∈ M0, it therefore suffices to show

z = x0 + θy0 ⇐⇒

x0 =
(
1 − 4nK(θ)

)−1((1 − 2θ)θ̄z + (1 − 2θ̄)θτ(z)
)
,

y0 =
(
1 − 4nK(θ)

)−1((1 − 2θ̄)z + (1 − 2θ)τ(z)
)
.

(s1)

If x0, y0 have the form indicated in (s1), then it is straightforward to check that
they remain fixed under τ, hence belong to M0, and tK(θ) = 1 implies

x0 + θy0 =
(
1 − 4nK(θ)

)−1
((

(1 − 2θ)θ̄ + (1 − 2θ̄)θ
)
z +

(
(1 − 2θ̄)θ + (1 − 2θ)θ

)
τ(z)

)
=

(
1 − 4nK(θ)

)−1
((

1 − 4nK(θ)
)
z − 2

(
θ2 − θ + nK(θ)1K

)
τ(z)

)
= z.

Conversely, suppose z ∈ M has z = x0+θy0, x0, y0 ∈ M0. Then τ(z) = x0+θ̄y0 =

(x0 + y0) − θy0, forcing

2x0 + y0 = z + τ(z). (s2)

Applying (s2) to θ̄z = θ̄x0 + nK(θ)y0 = (x0 + nK(θ)y0) − θx0 in place of z, we
conclude

x0 + 2nK(θ)y0 = 2
(
x0 + nK(θ)y0

)
− x0 = θ̄z + τ(θ̄z). (s3)

Multiplying (s3) by 2 and subtracting the result from (s2), we obtain (1 −
4nK(θ))y0 = (1 − 2θ̄)z + τ((1 − 2θ̄)z). Similarly, multiplying (s2) by 2nK(θ)
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and subtracting the result from (s3), we obtain(1 − 4nK(θ))x0 = (1 − 2θ)θ̄z +
τ((1 − 2θ)θ̄z), so x0, y0 have the form indicated in (s1). This shows that Φ is
bijective.

(b) We begin with the hint. Since K is faithfully flat as a k-module, Prop. 25.4
shows that the natural map M0 → M0K is injective, hence gives an isomor-
phism M0

∼
→ M0 ⊗ 1K . In order to prove M0 ⊗ 1K = H(M0K , 1M0 ⊗ ι), we

may again assume that k is a local ring and pick θ as in (a). Again the map
M2

0 → M0 ⊗ K, (x0, y0) 7→ x0 ⊗ 1K + y0 ⊗ θ, is a k-isomorphism and (1M0 ⊗

ι)(x0⊗1K +y0⊗θ) = x0⊗1K +y0⊗ θ̄ = (x0+y0)⊗1K −y0⊗θ for all x0, y0 ∈ M0.
For x0 ⊗ 1K + y0 ⊗ θ to remain fixed under 1M0 ⊗ ι it is therefore necessary
and sufficient that x0 + y0 = x0 and y0 = −y0, so the assertion follows. In (b),
everything is clear except for the final statement. Changing scalars from k to R
in (1), we obtaina commutative diagram

M0R ⊗R KR 1M0R⊗RιKR

//

ΦR �

��

M0R ⊗R KR

� ΦR

��
MR τR

// MR

of R-modules. Combined with the hint on the level of R rather than k, this
yields a chain of isomorphisms

M0R
−⊗R1KR

� // M0R ⊗R 1KR = H(M0R ⊗R KR, 1M0R ⊗R ιKR )
ΦR

� // H(MR, τR) = MR0

sending x0 ⊗ r ∈ M0R (x0 ∈ M0, r ∈ R) after natural identifications1 to

ΦR
(
(x0 ⊗ r) ⊗R 1KR

)
= ΦR

(
(x0 ⊗ r) ⊗R (1K ⊗ 1R)

)
= ΦR

(
(x0 ⊗ 1K) ⊗ r

)
= Φ(x0 ⊗ 1K) ⊗ r = x0 ⊗ r ∈ MR0

and showing that ΦR ◦ (−−⊗1KR ) is indeed an isomorphism from M0R to MR0.

44.31 ϱ : K → ϱK is K-linear and, after identifying B = B ⊗K K canonically,
can := canB = 1B ⊗K ϱ is ϱ-semi-linear bijective. Thus ϱτ : ϱB→ ϱB exists as
a ϱι-semi-linear map, where ϱι = ιϱK is the conjugation of ϱK. Write ϱ♯ for the
adjoint of ϱB, which agrees with the ϱK-quadratic extensions of the adjoint of
B. This implies ϱτ◦ ϱ♯ = ϱ♯◦ ϱτ, and we deduce from 44.2 (b) that ϱτ : ϱB(+) →
ϱB(+) is a ϱι-semi-linear automorphism of cubic Jordan algebras. Thus ϱB is an
involutorial k-system, and arguing as before, it follows that (ϱ, can) : B

∼
→ ϱB

is an isomorphism.

1 Given k-modules M,N and R ∈ k-alg, we identify (M ⊗ N)R = MR ⊗R NR via
(x ⊗ y) ⊗ r = (x ⊗ r) ⊗R (y ⊗ 1R) = (x ⊗ 1R) ⊗R (y ⊗ r) and (x ⊗ r1) ⊗R (y ⊗ r2) = (x ⊗ y) ⊗ (r1r2)
for x ∈ M, y ∈ N, r, r1, r2 ∈ R.
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44.32 (a) For the first part, it suffices to show that B(A, q) is an involutorial
system, core splitness being obvious. Since εA is a K/k-involution of B as a
module fixing p, it remains to show

εA
(
(u1, u′1)(u2, u′2)

)
=

(
εA

(
(u2, u′2)

)
p−1

)(
pεA

(
(u1, u′1)

))
(s1)

for all ui, u′i ∈ B, i = 1, 2. Noting that the Jordan structures of B and Bq op are
the same by 44.1, we manipulate the right-hand side of (s1) to obtain(

εA
(
(u2, u′2)

)
p−1

)(
pεA

(
(u1, u′1)

))
=

(
(u′2, u2)(q−1, q−1)

)(
(q, q)(u′1, u1)

)
=

((
u′2q−1, (q−1q−1)(qu2)

))(
qu′1, (u1q−1)(qq)

))
= (u′2q−1, q−1u2)(qu′1, u1q)

=
(
(u′2q−1)(qu′1),

(
(u1q)q−1)(q(q−1u2)

))
=

(
u′2q−1)(qu′1), u1u2

)
= εA

((
u1u2, (u′2q−1)(qu′1)

))
= εA

(
(u1, u′1)(u2, u′2)

)
,

as claimed. The second part of (a) follows by a straightforward computation.
(b) Since (B, p) is a pointed cubic alternative algebra over K, its base change

(ϱB+, ϱp+) is one over k, proving the first part of (b). As to the second, we have
ϱk+ = ϱ′k+ = k as commutative rings, and since ϱ′ ◦ σ = ϱ by definition,
we conclude aα = σ(a)α for all a ∈ K, α ∈ k, i.e., 1k : ϱk+ → ϱ′k+ is σ-
semi-linear. In the sense of 12.26, therefore, φ ⊗σ 1k : ϱB+ → ϱ′B′+ exists as a
σ-semi-linear map, which is obviously a unital homomorphism of alternative
k-algebras and is easily checked to send ϱp+ to ϱ′p′+ and to make the diagram

ϱB+
φ⊗σ1k

//

ϱ♯

��

ϱ′B′+

ϱ′♯

��
ϱB+

φ⊗σ1k

// ϱ′B′+

of set maps commutative. Hence, by Exc. 34.22, it is a homomorphism of cubic
alternative algebras.

(c) We must show that the composites

Pocu ◦Cosp: k-pocu→ k-pocu and Cosp ◦Pocu: k-cosp→ k-cosp

are (naturally) isomorphic to the respective identity functors. As to the first
case, let (A, q) be a pointed cubic alternative k-algebra. Then Cosp(A, q) =
(B(A, q), ϱ), where B(A, q) = (k × k, B, τ, p), B = A × Aq op, τ = εB, p =
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(q, q) and ϱ = 1k×k. Writing π+ : K → k and Π+ : B → A for the respective
projections onto the first factor, we obtain

Π+
(
(α+, α−)(u+, u−)

)
= Π+

(
(α+u+, α−u−)

)
= α+u+ = π+

(
(α+, α−)

)
Π+(

(
(u+, u−)

)
for α± ∈ k, u± ∈ A. Moreover Π+ commutes with the respective adjoints:

B
Π+

//

♯B=♯A×♯A

��

A

♯A

��
B

Π+

// A.

By Exc. 34.22, therefore, Π+ is a π+-semi-linear homomorphism of cubic al-
ternative algebras, and part (a) of the same exercise yields a unique homomor-
phism ΠA,q : ϱB+ = B ⊗K

ϱk+ → A of cubic alternative ϱk+- algebras satisfying
ΠA,q ◦ canB, ϱk+ = Π+, hence

ΠA,q
(
(u+, u−) ⊗K α+

)
= α+(ΠA,q ◦ canB, ϱk+ )

(
(u+, u−)

)
= α+Π+

(
(u+, u−)

)
= α+u+

for u± ∈ A, α+ ∈ ϱk+. On the other hand, we have a natural map φ : A → ϱB+
given by u+ 7→ ((u+, 0) ⊗K 1ϱk+ ), and one checks that ΠA,q and φ are inverse to
one another. In particular, ΠA,q is a bijection sending ϱp+ = (q, q) ⊗K 1ϱk+ to q.
Summing up, therefore, we have found an isomorphism

ΠA,q : Pocu(Cosp(A, q))
∼
−→ (A, q)

of pointed cubic alternative k-algebras such that

ΠA,q
(
(u+, u−) ⊗K α+

)
= α+u+ (s2)

for u± ∈ A, α+ ∈ ϱk+. Now let φ : (A, q) → (A′, q′) be a homomorphism of
pointed cubic alternative k-algebras. Then we have Cosp(φ) = (1K , φ × φ) and
Pocu(Cosp(φ)) = (φ × φ) ⊗1K 1k = (φ × φ) ⊗K 1k. We therefore have to show
that the diagram

(Pocu ◦Cosp)(A, q)
ΠA,q

//

(φ×φ)⊗K 1k

��

(A, q)

φ

��
(Pocu ◦Cosp)(A′, q′)

ΠA′ ,q′

// (A′, q′)

commutes, which follows immediately from (s2).
Turning to the second case, let (B, ϱ) with B = (K, B, τ, p) be a core-split

involutorial system over k. We first treat the special case K = k×k and ϱ = 1k×k.
As before, let π± : K → k be the two canonical projections making k a K-
algebra k±. Then B± := Bk± are cubic alternative k-algebras with norms N± =
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NB⊗K k±, giving rise to natural identifications B = B+×B− as a cubic alternative
K-algebra with norm N = N+×N−. Put ε+ := (1, 0) ∈ K, ε− := (0, 1) = ε̄+ ∈ K.
Since τ is semi-linear with respect to the conjugation of K, there are k-linear
maps σ± : B± → B∓ such that τ

(
(u+, u−)

)
=

(
σ−(u−), σ+(u+)

)
for all u± ∈ B±,

and since τ2 = 1B, the map σ+ is bijective with inverse σ−. Thus

τ
(
(u+, u−)

)
=

(
σ−1
+ (u−), σ+(u+)

)
(u± ∈ B±). (s3)

By (44.2.1), the relation NB(τ(u)) = NB(u) holds strictly for all u ∈ B, which
by (s3) implies

N− ◦ σ+ = N+ (s4)

as polynomial laws over k. Since p = (p+, p−) remains fixed under τ, we con-
clude

p− = σ+(p+). (s5)

τ being an ι-semi-linear isotopy involution of B, hence a k-isomorphism B →
Bp op, it may equally well be viewed as a k-isomorphism Bp op → B, which
amounts to τ((vp−1)(pu)) = τ(u)τ(v) for all u, v ∈ B. Expanding with the aid of
(s3), (s5), and applying (s4), we conclude that

σ+ : Bp+ op
+

∼
−→ B−

is an isomorphism of cubic alternative k-algebras. It follows that

χ := χ(B,1k×k) := 1B+ × σ+ : B+ × Bp+ op
+

∼
−→ B (s6)

is an isomorphism of cubic alternative K-algebras. We now claim that

(1K , χ) : Cosp
(

Pocu(B, 1k×k)
) ∼
−→ (B, 1k×k) (s7)

is an isomorphism in k-cosp. From (s5), (s6) we deduce χ((p+, p+)) = p, so we
only have to show that χ respects isotopy involutions: χ ◦ εB+ = τ ◦ χ, which
follows from (s3) and a straightforward computation. Next we show that any
morphism in k-cosp having the form (1k×k, φ) : (B, 1k×k) → (B′, 1k×k) gives
rise to a commutative diagram

Cosp
(

Pocu(B, 1k×k)
)

Cosp(Pocu(1k×k ,φ))
//

(1k×k ,χ(B,1k×k )) �
��

Cosp
(

Pocu(B′, 1k×k)
)

� (1k×k ,χ(B′ ,1k×k ))

��
(B, 1k×k)

(1k×k ,φ)
// (B′, 1k×k).

(s8)

Indeed, (5) implies Pocu(1k×k, φ) = φ⊗k×k1k = φ+, hence Cosp(Pocu(1k×k, φ)) =
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(1k×k, φ+ × φ+) by (3). Combining with (s3) and the relation τ′ ◦ φ = φ ◦ τ, the
assertion follows.

Finally, we turn to the general case. By Exc. 44.31, (ϱ, canB) : (B, ϱ) →
(ϱB, 1k×k) is an isomorphism of core-split involutorial systems over k. Write
ϱK for k × k viewed as a K-algebra via ϱ and let (σ, φ) : (B, ϱ) → (B′, ϱ′) be a
morphism in k-cosp. Then φ and 1k×k : ϱK → ϱ′K′ are both σ-semi-linear. By
12.26, therefore, φ ⊗σ 1k×k exists as a σ-semi-linear map ϱB → ϱ′B′, and one
checks that it is compatible with adjoints, hence a σ-semi-linear isomorphism
of cubic alternative algebras (Exc. 34.22 (b)). Moreover,

(1k×k, φ ⊗σ 1k×k) : (ϱB, 1k×k) −→ (ϱ
′

B′, 1k×k)

is a homomorphism of core-split involutorial systems over k which is easily
seen to make the diagram

(B, ϱ)
(σ,φ)

//

(ϱ,canB) �

��

(B′, ϱ′)

� (ϱ′,canB′ )
��

(ϱB, 1k×k)
(1k×k ,φ⊗σ1k×k)

// (ϱ
′

B′, 1k×k)

(s9)

commutative. Combining (s8), (s9) and applying the functor Cosp ◦Pocu to
the latter, we obtain the commutative diagram

Cosp
(

Pocu(B, ϱ)
)

Cosp(Pocu(σ,φ))
//

Cosp(Pocu(ϱ,canB)) �
��

Cosp
(

Pocu(B′, ϱ′)
)

� Cosp(Pocu(ϱ′,canB′ )
��

Cosp
(

Pocu(ϱB, 1k×k)
)

Cosp(Pocu(1k×k ,φ⊗σ1k×k))
//

(1k×k ,χ(B,1k×k )) �

��

Cosp
(

Pocu(ϱ
′

B′, 1k×k)

� (1k×k ,χ(B′ ,1k×k ))
��

(ϱB, 1k×k)
(1k×k ,φ⊗σ1k×k)

//

(ϱ,canB)−1 �

��

(ϱ
′

B′, 1k×k)

� (ϱ′,canB′ )−1

��
(B, ϱ)

(σ,φ)
// (B′, ϱ′),

from which an isomorphism from Cosp ◦Pocu to the identity functor of k-cosp
can be immediately read off.

44.33 (a) (44.16.6) implies w ∈ J⊥0 , while (44.16.3) yields Q(w) = u(pτ(u)).
In conjunction with Prop. 44.14 we conclude

NJ0 (Q(w)) = NB(u(pτ(u))) = NB(p)NB(u)NB(u)

= µµ̄NB(u)NB(u) = nK(µNB(u)).
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Moreover, NJ(w) = tK(µNB(u)) by (44.16.4). Hence (i) and (ii) are equivalent.
(ii) combined with Prop. 19.8 shows that k[µNB(u)] ⊆ K is a quadratic étale
subalgebra. Since K has rank 2 as a finitely generated projective k-module,
we have equality and (iii) holds. Finally, if (iii) holds, the preceding formulas
imply the final assertion of (a), whence w must be an étale element relative to
J0.

(b) Write J′ for the Jordan subalgebra of J generated by J0 and j. Then J′

is stable under the (bilinearized) adjoint, and we deduce from (44.17.2) that
J0 j = J0 . j = J0 × j is contained in J′. On the other hand, (44.16.3) implies
that (p♯ j)♯ = −NJ(p)p + NJ(p)µ̄ j belongs to J′. Hence so does the second
summand, and since µ̄ by (a) generates K as a k-algebra, we conclude K j ⊆ J′.
Summing up, therefore, B j = (KJ0) j ⊆ J′, and we have shown J′ = J, i.e., J0

and j generate J as a Jordan k-algebra.

44.34 (a) By (43.5.2) and (1), the quantity p .w remains fixed under τ. Hence
B .w will be an involutorial system over k once we have shown that τ is a
k-homomorphism from Bw to (Bw)(p .w) op. It is certainly one from B to Bp op.
Using (15.9.3) both for B and Bw in place of A, it follows that τ is also a k-
homomorphism fromBw to(

(Bp)op)τ(w)
=

(
(Bp)τ(w−1))op

= (Bpτ(w−1))op =
((

(Bw)w−1)pτ(w−1)
)op

=
(
(Bw)(w−1w−1)(w[pτ(w−1)]))op

=
(
(Bw)w−1(pτ(w−1)))op

= (Bw)(p .w) op,

as desired. The assertion about µ being obvious, we proceed to show that Φ :=
ΦB,w is an isomorphism of cubic Jordan algebras. By Exc. 34.18 (a), it suffices
to show that Φ preserves adjoints. Let x0 ∈ H(B), u ∈ B and put x := x0 + u j ∈
J(B,NB(w)µ). Then (44.16.3) implies

x♯ =
(
x♯0 − u

(
pτ(u)

))
+

(
NB(w)µ̄τ(u♯)p−1 − x0u

)
j,

hence

Φ(x♯) =
(
x♯0 − u

(
pτ(u)

))
+

(
NB(w)µ̄

[
τ(u♯)p−1]w − (x0u)w

)
j. (s1)

On the other hand, Φ(x) = x0 + (uw) j ∈ J(B .w, µ), hence

Φ(x)♯ =
(
x♯0 −

[
(uw)w−1][w{(

(p .w)w−1)(wτ(uw)
)}])

(s2)

+
(
µ̄
[
τ
(
(uw)♯

)
w−1][w(p .w)−1] − (x0w−1)(wuw)

)
j.

By the Moufang identities, the very last summands on the right of (s1) and
(s2) are the same. It therefore suffices to show that the second (resp. third)
summand on the right of (s1) agrees with the second (resp. third) summand on
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the right of (s2). Indeed, making free use of the Moufang identities combined
with (43.5.3), (1), the second summand on the right of (s2) is the negative of

u
((

w(p .w)
)
τ(uw)

)
= u

((
pτ(w−1)

)
τ(uw)

)
= u

(
pτ

(
(uw)w−1)) = u

(
pτ(u)

)
,

which is also the negative on the right of the second summand of (s1). Simi-
larly, the equations

µ̄
(
τ
(
(uw)♯

)
w−1

)(
w(p .w)−1) = µ̄(τ((uw)♯

)
w−1

)(
w
(
τ(w)p−1)w)

= µ̄
(
τ(w♯u♯)

(
τ(w)p−1))w = µ̄(τ(w(w♯u♯)

)
p−1

)
w

= NB(w)µ̄
(
τ(u♯)p−1)w

show that the third summands on the right of (s1) and (s2) are the same. Sum-
ming up we have proved that Φ is an isomorphism of cubic Jordan algebras.

(b) For the first part, we must show (p . v) .w = p . (vw), where we have to
keep in mind that the second dot on the left refers to the algebra Bv rather than
B. Hence (43.5.3) implies

(p . v) .w = (w−1v−1)
(
v
[(

(p . v)v−1)(vτ(w−1)
)])

= (vw)−1
((

v(p . v)
)
τ(w−1)

)
= (vw)−1

((
pτ(v−1)

)
τ(w−1)

)
= (vw)−1

(
pτ

(
(vw)−1)) = p . (vw).

The assertion about µ (resp. NB(w)µ or NB(vw)µ) being an admissible scalar
for B . (vw) (resp. B . v or B) being obvious, we show that the diagram (3) is
commutative. For u ∈ B we compute

ΦB . v,w ◦ ΦB,v(u j) = ΦB . v,w
(
(uv) j

)
=

((
(uv)v−1)(vw

))
j

=
(
u(vw)

)
j = ΦB,vw(u j),

and the assertion follows.
(c) For any w ∈ B×, we conclude from (a), (b) that µ′ := NB(w)−1µ is an

admissible scalar for B .w and

ΦB .w,w−1 : J(B .w, µ′)
∼
−→ J(B, µ)

is an isomorphism. In the special case w := µp−1 we conclude µ′ = µ−3µµ̄µ =

µ̄µ−1, hence NBw (p .w) = nK(µ′) = 1.

44.35 For sake of contradiction, suppose such a z exists and write it as z =
x + iy, x, y ∈ Z. Cross-multiplying the equation i = zz−1, we obtain

x − iy = z̄ = iz = −y + ix.



Section 44 269

Thus y = −x and z = x(1 − i). Hence x , 0 and taking norms, we obtain
nC(z) = 2|x| > 1 so z is not invertible in C (Prop. 17.5), a contradiction.

44.36 Since K is split, it contains a complete orthogonal system (ε+, ε−) of
elementary idempotents. Hence K = k+ × k−, k � k± := kε± ∈ K-alg, which
implies A = A+ × A−, A± = Ak± ; in particular, A± are Azumaya algebras of
degree n over k. Since τ is unitary, there are k-linear maps τ± : A± → A∓ such
that τ((x+, x−)) = (τ−(x−), τ+(x+)) for all x± ∈ A±, and since τ has order 2,
the map τ+ must be bijective with inverse τ−: τ((x+, x−)) = (τ−1

+ (x−), τ+(x+)).
Finally, since τ is an anti-isomorphism, so is τ+, i.e., τ+ : Aop

+ → A− is an
isomorphism. Now one checks that

φ : (A+ × Aop
+ , εA+ )

∼
−→ (A, τ), (x+, y+) 7−→

(
x+, τ+(y+)

)
is an isomorphism of algebras with involution. This proves the first part with
B = Ak+ .

If K is arbitrary, then KK � K × K by Exc. 19.36, and (12.27.1) yields
AK = (kA)K = AKK � AK×K = A × A as K × K-algebras. Now the first part
proves the second.

44.37 Put J0 := H(B) and write T0 (resp. T ) for the bilinear trace of J0 (resp.
B). By (44.16.6), we obtain

TJ(x, y) = T0(x0, y0) + 2T
((

pτ(u)
)
v
)

(s1)

for x = x0 + u j, y = y0 + v j, x0, y0 ∈ J0, u, v ∈ B. In standard notation we
have J∗ = J∗0 ⊕ B∗ j, and writing T ∗J : J → J∗ for the linear map induced by the
symmetric bilinear form TJ (ditto for T ∗0 , T ∗), equation (s1) implies

T ∗J = T ∗0 ⊕ (2φ) j, φ := T ∗ ◦ Lp ◦ τ : B −→ B∗. (s2)

Assume first that B is regular and 2 ∈ k×. Then B = J0 ⊕ B−, B− = {u ∈
B | τ(u) = −u}, and since B is finitely generated projective as a k-module,
so are J0, B− and J. Moreover, B∗ = J∗0 ⊕ B∗−, and T (J0, B−) = {0} implies
T ∗ = T ∗0 ⊕ T ∗−, T− being the restriction of T to B− × B−. From this we deduce
that T ∗0 is bijective and hence, by (s2), so is T ∗J . Thus J is regular. Conversely,
assume that J is regular. Then J0 and B are finitely generated projective as
k-modules and we conclude from (s2) that multiplication by 2 is a bijection
B → B; in particular, some u ∈ B has 2u = 1B. But 1B ∈ B is unimodular, so
there exists a k-linear form λ : B → k satisfying λ(1B) = 1. Thus 2λ(u) = 1
makes 2 invertible in k, as claimed.

44.38 By Exc. 44.34 (c), up to isomorphism of J, we may assume NB(p) = 1K ,
nK(µ) = 1. Passing to the p-isotope of J and invoking Thm. 44.27, we may
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indeed assume p = 1B up to isotopy of J. Now assume that the norm of B
is surjective as a set map from B to K. Then Exc. 44.34 (a) shows that, up
to isomorphism of J, we may assume µ = 1K , which in particular implies
NB(p) = 1K . Arguing as before, we may therefore assume p = 1B, µ = 1K up
to isotopy of J.

44.39 (a) It suffices to verify that τB is an involution of C. Localizing if nec-
essary we may assume C = Cay(B, µ) = B ⊕ B j0 for some µ ∈ k×. Then
φ := τ ◦ ιC : C → C satisfies φ(v + w j0) = τ(v̄ − w j0) = v − w j0 for v,w ∈ B,
hence is an isomorphism (Exc. 18.19), forcing τ = φ ◦ ιC to be an involution.

(b) is clear.
(c) Arbitrary elements of J have the form

x = x0 + u j, x0 = (α0, β01C + w0), u = (α, v + w) (s1)

with α0, β0, α ∈ k, v ∈ B, w0,w ∈ B⊥. Writing T0, S 0,N0 (resp. T, S ,N) for the
trace, quadratic trace, norm of J0 (resp, J), we begin by using Prop. 37.2 to
determine the Peirce components of J relative to e1:

J2(e1) = ke1, (s2)

J1(e1) = ({0} ×C) j, (s3)

J0(e1) =
(
{0} × H(C, τB)

)
⊕ (ke1) j. (s4)

here (s2) is clear, while for the rest (44.16.7), (44.16.5) and Exc. 34.24 imply

T (x) = α0 + 2β0, (s5)

e1 × x = (0, β01C − w0) − (α, 0) j, (s6)

which immediately yields (s3) but also (s4) since e0 := 1J − e1 = (0, 1C) and

T (x)e0 − x = (α0 + 2β0)(0, 1C) − (α0, β01C + w0) − (α, v + w) j

=
(
− α0, (α0 + β0)1C − w0

)
− (α, v + w) j.

Now assume x ∈ (J0)0(e1), i.e., α0 = α = 0, v = w = 0. Then (44.16.3) yields

x♯ =
(
β2

0 + nC(w0)
)
e1. (s7)

Hence an elementary frame of the desired kind exists if and only if some e2 =

(0, β01C + w0), β0 ∈ k, w0 ∈ B⊥ has 2β0 = T (e2) = 1 and e♯2 = 0, i.e., β0 =
1
2

and nC(w0) = − 1
4 by (s7). Combining Prop. 18.7 with regularity, we find an

identification of C as in (4) matching j0 with 2w0. Thus e2 satisfies the first
equation of (5), forcing e3 := 1J − e1 − e2 to do the same with the second.
Conversely, if (4) and (5) hold, then Ω is an elementary frame of the desired
kind.
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For the rest of the solution, we assume this to be the case. We proceed to
determine the Peirce-one-spaces of

e± :=
(
0,

1
2

(1C ± j0)
)
, i.e., of e+ = e2, e− = e3. (s8)

Adjusting the notation of (s1) to the identification (4) by writing

x = x0 + u j, x0 = (α0, β01C + w0 j0), u = (α, v + w j0) (s9)

for α0, β0, α ∈ k, w0, v,w ∈ B, we obtain

e± × x =
(
0,

1
2

(1C ± j0)
)
× (α0, β01C + w0 j0) +

(
0,

1
2

(1C ± j0)
)
×

(
(α, v + w j0) j

)
=

(1
2

nC(1C ± j0, β01C + w0 j0), α0
1
2

(1C ∓ j0)
)
−

((
0,

1
2

(1C ± j0)
)(
α, v + w j0

))
j

=
(
β0 ∓

1
2

tB(w0),
α0

2
1C ∓

α0

2
j0
)
−

(
0,

1
2

(v ± w̄) +
1
2

(w ± v̄) j0
)
j.

For x as in (s9) to belong to J1(e±) it is necessary and sufficient that T (x) = 0
and e± × x = 0. Hence

J1(e2) =
{
(0,w0 j0) + (α, v − v̄ j0) j | α ∈ k w0 ∈ B0, v ∈ B

}
, (s10)

J1(e3) =
{
(0,w0 j0) + (α, v + v̄ j0) j | α ∈ k, w0 ∈ B0, v ∈ B}. (s11)

Combining with (s3), the off-diagonal Peirce components of J relative to Ω
attain the form

J12 = {(0, v − v̄ j0) j | v ∈ B}, (s12)

J23 = {(0,w0 j0) + (α, 0) j | w0 ∈ B0, α ∈ k}, (s13)

J31 = {(0, v + v̄ j0) j | v ∈ B}. (s14)

Now put

u23 = (1, 0) j ∈ J23, u31 =
(
0,

1
2

(1B + j0)
)
j ∈ J31. (s15)

Using (44.16.8) one checks S (u23) = S (u31) = −1, so S := (Ω, u23, u31) is a
strong co-ordinate system of J in the sense of 39.21.

Next we consider the multiplicative conic alternative algebra B′ := CJ,S

of 37.15 living uon the k-module J12 under the multiplication (37.15.3) with
ω = 1. In order to describe this multiplication explicitly, we let v,w ∈ B, put
x := (0, v − v̄ j0) j, y := (0,w − w̄ j0) j, write x • y for their product in B′ and
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obtain

x × u23 = (0, v − v̄ j0) j × (1, 0) j = τ̂B
(
(0, v − v̄ j0) × (1, 0)

)
j

= τ̂B
(
(0, v̄ + v̄ j0)

)
j = (0, v + v̄ j0) j,

u31 × y =
(
0,

1
2

(1B + j0)
)
j × (0,w − w̄ j0) j

= −
1
2
(
(0, 1B + j0)(0, w̄ − w̄ j0) + (0,w − w̄ j0)(0, 1B + j0)

)
+ τ̂B

((
0,

1
2

(1B + j0)
)
× (0,w − w̄ j0)

)
j

= −
1
2

(0, w̄ − w̄ j0 + w j0 − w + w + w j0 − w̄ j0 − w̄)

+ τ̂B

((1
2

nC(1B + j0,w − w̄ j0), 0
))

j

=
(
0, (w̄ − w) j0

)
+

(
tB(w), 0

)
j,

hence

x • y = (x × u23) × (u31 × y)

= (0, v + v̄ j0) j ×
(
0, (w̄ − w) j0

)
+ (0, v + v̄ j0) j ×

(
tB(w), 0

)
j

=
((

0, (w − w̄) j0
)
(0, v + v̄ j0)

)
j − (0, v + v̄ j0)

(
tB(w), 0

)
−

(
tB(w), 0

)
(0, v̄ + v̄ j0) + τ̂B

(
(0, v + v̄ j0) ×

(
tB(w), 0

))
j

=
(
0,

(
(w − w̄)v̄

)
j0 + v(w − w̄)

)
j + τ̂B

((
0, tB(w)(v̄ − v̄ j0)

)
j

=
(
0, v(w − w̄) +

(
(w − w̄)v̄

)
j0 + v(w + w̄) −

(
(w + w̄)v̄

)
j0
)

j

=
(
0, 2vw − (2vw) j0

)
j.

Thus the assignment v 7→ 1
2 (v−v̄ j0) j yields an isomorphism B

∼
→ B′ of compo-

sition algebras, and the Jacobson co-ordinatization theorem 37.17 yields (6).
For the final assertion, we put Γ = diag(γ1, γ2, γ3) and, by Exc. 37.22, may
assume det(Γ) = 1. Then

p :=
∑

γieii ∈ Her3(B) and q :=
∑

γ−1
i ei ∈ J0

have norm 1, and the isomorphism (6) matches p−1 with q. By Exc.e 37.23, the
assignment ∑

(ξieii + ui[ jl]) 7−→
∑

(γiξieii + γ jγlui[ jl])

defines an isomorphism φ : Her3(B,Γ)(p) → Her3(B), and since φ(p−2) = p−1,
Thm. 44.27 implies

Her3(B,Γ) � Her3(B)(p−1) � J(q) � J(qB, 1),
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as claimed.

44.40 (a) We have J0 = k × k1C , so the elements of J have the form

x = (α0, β01C) + (α, v) j (α0, β0, α ∈ k, v ∈ C), (s1)

and, writing T for the linear trace of J, we conclude

T (x) = α0 + 2β0. (s2)

While e1 is clearly an elementary idempotent, e2 has trace 1 and satisfies

e♯2 =
1
4
(
(0, 1C) + (1, 0) j

)♯
=

1
4
(
(1, 0) − (1, 0)(1, 0)

)
+

1
4

(
ι̂C

(
(1, 0)♯

)
− (0, 1C)(1, 0)

)
= 0,

hence is an elementary idempotent as well. Furthermore,

e1 × e2 =
1
2

(1, 0) × (0, 1C) +
1
2

(1, 0) × (1, 0) j =
1
2

(0, 1C) −
1
2

(1, 0) j

=
1
2

(e0 − e1 j) = e3.

By Prop. 37.4, therefore, Ω is an elementary frame of J. Now assume x ∈
J1(e3). Then T (x) = 0, i.e., α0 + 2β0 = 0 by (s2), and e3 × x = 0. But, quite
generally,

e3 × x =
1
2
(
(0, 1C) − (1, 0) j

)
×

(
(α0, β01C) + (α, v) j

)
=

1
2
(
(2β0, α01C) − (0, v) j + (α0, 0) j + (α, 0) + (α, 0) − (0, v) j

)
= (β0 + α,

1
2
α01C) + (

1
2
α0,−v) j.

This Proves J1(e3) = {0}. Moreover, x ∈ J0(e3) means e3×x = T (x)(1J−e3)−x,
i.e.,

(β0 + α,
1
2
α01C) + (

1
2
α0,−v) j = (α0 + 2β0)

(
(1,

1
2

1C) + (
1
2
, 0) j

)
− (α0, β01C) − (α, v) j

= (2β0,
1
2
α01C) + (

1
2
α0 + β0 − α,−v) j,

and we conclude

J0(e3) = {(α0, α1C) + (α, v) j | α0, α ∈ k, v ∈ C},

i.e.,

J0(e3) = M0 := ke1 + ke2 + ({0} ×C) j. (s3)
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By Faulkner’s lemma 37.3, it remains to determine q0 := S |M0 . For α1, α2 ∈ k,
v ∈ C we compute

q0
(
α1e1 + α2e2 + (0, v) j

)
= S

(
(α1,

1
2
α21C) + (

1
2
α2, v) j

)
= T

(
(
1
4
α2

2,
1
2
α1α21C)

)
− T

(
(
1
2
α2, v)(

1
2
α2, v̄)

)
=

1
4
α2

2 + α1α2 −
1
4
α2

2 − 2nC(v) = α1α2 − 2nC(v),

and the final assertion follows.
(b) Since 2 = 0 in k, we have

H(Ĉ) = k ×C0, C0 = Ker(tC). (s4)

Note that C is regular since r > 1, so by Lemma 19.15, some w ∈ C has
tC(w) = 1. Thus C = kw ⊕ C0, and C0 is finitely generated projective of rank
r − 1, proving the rank formula for J. Moreover, the second Tits construction
using Ĉ is stable not just under flat but actually under arbitrary base change.

(i) Arbitrary elements of J have the form

x = x0 + u j, x0 = (α0, v0), u = (α, v) (α0, α ∈ k, v0 ∈ C0, v ∈ C). (s5)

Hence

T (x) = α0 (s6)

and

x♯ =
(
(α0, v0)♯ − (α, v)ι̂C

(
(α, v)

))
+

(
ι̂C

(
(α, v)♯

)
− (α0, v0)(α, v)

)
j (s7)

=
((

nC(v0), α0v0
)
−

(
α2, nC(v)1C

))
+

((
nC(v), αv

)
− (α0α, v0v)

)
j

=
(
nC(v0) − α2, α0v0 − nC(v)1C

)
+

(
nC(v) − α0α, αv − v0v

)
j.

Thus x is an elementary idempotent if and only if α0 = 1, v0 = nC(v)1C ,
α = nC(v), and we have shown that the elementary idempotents of J are pre-
cisely of the form ev, v ∈ C. Since the assignment v 7→ ev is compatible with
base change, it yields an isomorphism from Ca to Elid(J). Conversely, the pro-
jection onto the last factor produces a morphism from Elid(J) to Ca, and by
what we have just seen, the two morphisms are inverse to one another.

(ii) For v,w ∈ C, we obtain

T (ev, ew) = T0

((
1, nC(v)1C

)
,
(
1, nC(w)1C

))
+ T

((
nC(v), v

)(
nC(w), w̄

))
+ T

((
nC(w),w

)(
nC(v), v̄

))
= 1 + nC(vw) − tC(vw̄) − nC(vw) − tC(wv̄) = 1,
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whence ev, ew can never be orthogonal.
(iii) Since 2 = 0 in k and k is reduced, Exc. 34.23 yields

Nil(J) =
{
x ∈ J | T (x, J) = T (x♯, J) = {0}

}
. (s8)

For β0, β ∈ k, w0 ∈ C0, w ∈ C, we obtain

T
(
x, (β0,w0)

)
= α0β0 + tC(v0,w0),

T
(
x, (β,w)

)
= T

(
(α, v)(β, w̄)

)
+ T

(
(β,w)(α, v̄)

)
= 0,

so T (x, J) = {0} is equivalent to α0 = 0 and v0 ∈ k1C . By (s7), (s8), therefore,
x ∈ Nil(J) if and only if α0 = 0, v0 = γ1C for some γ ∈ k and γ2 = nC(v0) = α2.
But since 2 = 0 in k and k is reduced, this implies γ = α, and (iii) is proved.

44.41 (a) By (16.17.2) we have tC(τ(x)) = ιK(tC(x)) for all x ∈ C, which
implies that the k-linear maps ιC and τ commute. Thus τ0 := τ ◦ ιC : C → C is
an ιK-semi-linear automorphism of order 2. By Exc. 44.30, therefore,

C0 := H(C, τ0) = {x ∈ C | τ(x) = x̄} ⊆ C

is a unital k-subalgebra, and the inclusion C0 ↪→ C induces a K-linear bijection
Φ : C0 ⊗ K → C making the diagram

C0 ⊗ K
1C0⊗ιK

//

Φ �

��

C0 ⊗ K

� Φ

��
C

τ0
// C

commutative. Now one checks that Φ : (C0 ⊗ K, ιC0 ⊗ ιK) → (C, τ) is an iso-
morphism of k-algebras with involution.

(b) One checks that B is a unitary involutorial system over k. Setting J :=
J(B, µ), Cor. 44.21 and Exc. 42.28 (a) imply that JK � J(Ĉ, µ) � Her3(C,Γ0),
Γ0 := diag(−1,−1, 1), is a Freudenthal algebra of rank 3(r+1) over K. Since K,
being quadratic étale, is faithfully flat over k, the assertion now follows from
Cor. 39.32.

44.42 Since τ : B → Bp op is an ιK-semi-linear isomorphism of cubic alterna-
tive K-algebras, it is also one from Bop to Bp = (Bop)opp = (Bop)p−1op. Hence
Bop is an involutorial system over k. Let µ ∈ K be an admissible scalar for B.
The µ−1 is clearly one for Bop, and we only have to show that Φ is an isomor-
phism. As usual, it suffices to show that Φ preserves adjoints, so let x0 ∈ H(B)
and u ∈ B. Writing u . v for the product in Bop, we apply Lemma 43.5 and
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obtain

Φ
(
(x0 + u j)♯

)
= Φ

([
x♯0 − u

(
pτ(u)

)]
+

[
µ̄τ(u♯)p−1 − x0u

]
j
)

=
[
x♯0 − u

(
pτ(u)

)]
+ τ

([
µ̄τ(u♯)p−1 − x0u

]
p
)

j

=
(
x♯0 − τ(up) .

(
p−1 . (up)

))
+

(
µu♯ −

(
pτ(u)

)
x0

)
j.

But µu♯ = µ̄−1NB(p)u♯ = µ̄−1 p(up)♯ = µ̄−1τ(τ(up)♯) . (p−1)−1 and (pτ(u))x0 =

x0 . τ(up). Hence

Φ
(
(x0 + u j)♯

)
=

(
x♯0 − τ(up) .

(
p−1 . (up)

))
+

(
µ̄−1τ

(
τ(up)♯

)
. (p−1)−1

− x0 . τ(up)
)

j

=
(
x0 + τ(up) j

)♯
= Φ(x0 + u j)♯,

as claimed.

Solutions for Section 45

45.15 (a), (b) The assertion of (a) is clear if E is a field. Next assume E = F×K,
where K/F is a separable quadratic field extension. Letting u be a generator of
K/F and setting a := (1, u) ∈ E, one checks that 1E = (1, 1K), a, a2 are linearly
independent over F. Hence a generates E as a unital F-algebra. Finally let us
assume that E = F × F × F is split. If F contains more than two elements,
some quantity α ∈ F× is different from 1. Since the components of the vector
a := (α, 1, 0) ∈ E are mutually distinct, a Vandermonde argument shows that a
generates E as a unital F-algebra. This completes the proof of (a). On the other
hand, if F = F2 is the field with two elements, then the elements of E have the
form a = (α, β, γ) where at least two of the quantities α, β, γ ∈ F are the same.
Hence a does not generate E as a unital F-algebra. This completes the proof
of (b).

(c) Obvious.
(d)(i) Suppose first that a ∈ J is étale relative to J0. Then (c) implies

TJ(a) = 0, while we deduce from Exc. 44.33 (b) that a generates E as a unital
F-algebra. Finally a♯ = 1

3 S J(a) ·1E + (a♯− 1
3 S J(a) ·1E), where the second sum-

mand belongs to J⊥0 . In the terminology of 44.8 , therefore, Q(a) = − 1
3 S J(a),

which must be different from zero by the definition of an étale element.
Conversely, suppose a ∈ J⊥0 generates E as a unital F-algebra and has

S J(a) , 0. We claim that the discriminant

D := −4S J(a)3 − 27NJ(a)2 ∈ F×. (s1)
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This is well known, see for example [2, §3.1]. Here is a sketch of a proof.
There is clearly no harm in assuming that F is algebraically closed. Then

E = F × F × F is split and for some α1, α2, α3 ∈ F we have a = (α1, α2, α3) as
well as

∑
αi = 0. Short computations give

S J(a) = −(α2
1 + α1α2 + α

2
2), NJ(a) = −(α2

1α2 + α1α
2
2)

and then

D = 4α6
1 + 12α5

1α2 − 3α4
1α

2
2 − 26α3

1α
3
2 − 3α2

1α
4
2 + 12α1α

5
2 + 4α6

2. (s2)

On the other hand, let ϱ : E → E be the shift operator sending (α1, α2, α3) to
(α3, α1, α2). Then ϱ ∈ Aut(E) has order 3 and fixed algebra F · 1E . We have

a − ϱ(a) = (2α1 + α2, α2 − α1,−α1 − 2α2), (s3)

which implies

NJ
(
a − ϱ(a)

)
= (2α1 + α2)(α1 − α2)(α1 + 2α2) = 2α3

1 + 3α2
1α2 − 3α1α

2
2 − 2α3

2

Now a straightforward computation combined with (s2) yields

NJ
(
a − ϱ(a)

)2
= D (s4)

Since a generates E as a unital F-algebra, the quantities α1, α2,−(α1 + α2) are
mutually distinct, and we conclude from (s3) that a − ϱ(a) is invertible in E.
This in conjunction with (s4) proves D ∈ F×, as claimed.

As before we have Q(a) = − 1
3 S J(a) · 1J . By hypothesis, this belongs to J×0 ,

and since E/F by what we have just shown has discriminant

0 , D = − 4S J(a)3 − 27NJ(a)2 = −27
(
NJ(a)2 − 4NJ0

(
Q(a)

))
,

a is an étale element of J relative to J0.
(d)(ii) We must show that E is split cubic étale and J = J(F, 1) over F = F4

if and only if (J, J0) does not admit étale elements.
Suppose first E = F × F × F is split cubic étale and J = J(F, 1) over

F = F4. Note that char(F) = 2 and F× = {1, ζ, ζ2}, with ζ ∈ F a primitive
cube root of 1. Assuming a = (α, β, γ) ∈ J with α, β, γ ∈ F is étale relative to
J0, then (i) implies 0 = TJ(a) = α + β + γ and that a generates E as a unital
F-algebra, equivalently, that α, β, γ are mutually distinct. If γ = 0, then β = α,
hence a = α(1, 1, 0) and a♯ = α2(0, 0, 1), so we have the relation αa + a♯ =
α2 · 1J , whence a cannot generate E as a unital F-algebra, a contradiction.By
symmetry, therefore, we may assume α, β, γ ∈ F×, so up to applications of
the shift operator we have a = (1, ζ, ζ2) ∈ J⊥0 , hence a♯ = (1, ζ2, ζ) ∈ J⊥0 . In
particular, a cannot be étale relative to J0.

Conversely, suppose (J, J0) does not admit étale elements and apply (a) to
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pick a ∈ J that generates E as a unital F-algebra. Replacing a by a− 1
3 TJ(a) ·1J

if necessary, we may assume TJ(a) = 0. Then (i) implies S J(a) = 0 since
a is not étale relative to J0. Hence a = NJ(a) · 1J , and since E is reduced
as a commutative ring, we conclude NJ(a) , 0. Also, b := a + a♯ ∈ J⊥0 ,
and (33a.14) implies b♯ = a♯ + a × a♯ + a♯♯ = −NJ(a) · 1J + NJ(a)a + a♯.
Thus S J(b) = −3NJ(a) , 0. But b is not étale relative to J0, so we deduce
from (i) that 1J , b, b♯ are linearly dependent, yielding α, β ∈ F which satisfy
b♯ = α1J + βb = α1J + βa + βa♯. Comparing coefficients gives NJ(a) = β = 1.
Summing up, therefore,

E = F[t]/(t3 − 1) = F × K, K := F[t]/(t2 + t + 1). (s5)

Since a ∈ J is a Kummer element of norm 1 relative to J0 (Thm. 42.17),
Cor. 42.14 yields a natural identification (J, J0) = (J(F, 1), F · 1J). Combining
Prop. 45.2 with the fact that this Freudenthal pair does not admit étale elements
implies α3 = 1 for all α ∈ F×. But this amounts to F = F4 and that K as defined
in (s5) is split. Hence so is E, and the proof of (ii) is complete.

45.16 [23, pp. 96-98].

45.17 (a) The first statement is clear while the second one follows immediately
from (36.4.7).

(b) We apply (36.4.5) to obtain NJ(w) = γ1γ2γ3tC(w1w2w3), so we only have
to worry about the last factor in this product, where we note that Thm. 21.12
implies w3 ∈ M = D⊥, hence w̄3 = −w3, and then

tC(w1w2w3) = tC
(
(w1w2)w3

)
= nC(w1w2, w̄3) = −nC(w1w2,w3)

= − nC
(
− h(w1,w2) + w1 ×h,∆ w2,w3

)
= −tD

(
h(w1 ×h,∆ w2,w3)

)
.

Now the definition of the hermitian vector product (21.9) yields (1). The veri-
fication of (2) is a bit more involved. From (36.4.4) and Thm. 21.12 we deduce

Q(w) =
∑(

γ jγlh(wi,wi)eii + γih(w j,wl)[ jl]
)
,

and taking norms via (36.4.5) yields

NJ0

(
Q(w)

)
= (γ1γ2γ3)2

(
h(w,w1)h(w2,w2)h(w3,w3) −

∑
h(wi,wi)nD

(
h(w j,wl)

)
+ tD

(
h(w3,w2)h(w1,w3)h(w2,w1)

))
= (γ1γ2γ3)2(h(w1,w1)h(w2,w2)h(w3,w3)

− h(w1,w1)h(w2,w3)h(w3,w2) − h(w2,w2)h(w3,w1)h(w1,w3)

− h(w3,w3)h(w1,w2)h(w2,w1) + h(w3,w2)h(w1,w3)h(w2,w1)

+ h(w1,w2)h(w3,w1)h(w2,w3)
)
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= (γ1γ2γ3)2 det
((

h(wi,w j)
)
1≤i, j≤3

)
= (γ1γ2γ3)2(

3∧
h)(w1 ∧ w2,∧w3,w1 ∧ w2,∧w3)

But since∆ :
∧3(M, h)

∼
→ (D, ⟨det∆(h)⟩sesq) is an isometry by 21.8 and det∆(h) =

1 by hypothesis, the last expression equals (γ1γ2γ3)2nD(∆(w1 ∧w2 ∧w3)), and
(2) is proved.

(c) Applying (1), (2), we see that (i) holds if and only if δ(w) ∈ D× and
tD(δ(w))2 − 4nD(δ(w)) ∈ D×. By Prop. 19.8, the latter condition is equivalent
to D = k[δ(w)]. Hence (i) and (ii) are equivalent.

(d) We begin with a simple lemma.

Lemma. Let M be a finitely generated projective k-module of rank n ∈ N. For
elements v1, . . . , vn ∈ M to form a basis of M it is necessary and sufficient that
v1 ∧ · · · ∧ vn form a basis of det(M) =

∧n(M).

Proof The condition is clearly necessary. Conversely, suppose v1 ∧ · · · ∧ vn

is a basis of det(M). Localizing if necessary, we may assume that M is free.
Let e1, . . . , en be a basis of M and write v j =

∑n
i=1 αi jei, for some αi j ∈ k,

1 ≤ i, j ≤ n. Then v1 ∧ · · · ∧ vn = det((αi j))e1 ∧ · · · ∧ en, so det(αi j) ∈ k×, and
the assertion follows. □

If w ∈ J is an étale element relative to J0, it may be written as w =
∑

wi[ jl],
wi ∈ M, 1 ≤ i ≤ 3, and (c) combined with the lemma implies that w1,w2,w3

is a D-basis of M, and D = k[a], a = δ(w) ∈ D×. Conversely, let v1, v2, v3

be a D-basis of M and a ∈ D× such that D = k[a]. Again by the lemma,
b := ∆(v1 ∧ v2 ∧ v3) ∈ D×, and setting w1 := v1b−1a, wi := vi for i = 2, 3,
we put w :=

∑
wi[ jl] and conclude δ(w) = a, forcing w by (c) to be an étale

element of J relative to J0.

45.18 By definition, J0 contains an elementary frame, which by Prop. 39.2 can
be extended to a co-ordinate system S = (e1, e2, e3, u[23], u[31]) of J0. Note
that S is clearly a co-ordinate system of J, and consulting Prop. 37.15, we see
that CJ0,S ⊆ CJ,S is a composition subalgebra. Moreover, Γ := ΓJ0,S = ΓJ;S,
and the Jacobson co-ordinatization theorem 37.17 yields isomorphisms C0 �

CJ0,S, C � CJ,S as well as (1). That the existence of the latter isomorphism is,
in fact, independent of the preceding ones follows from the Skolem-Noether
theorem for composition algebras (Exc. 23.28).

45.19 We consider the cubic form g := NJ |J⊥0 : J⊥0 → F and assume that the
set map gF : J⊥0 → F is (identically) zero. The polynomial law g is certainly
different from zero since passing to the algebraic closure F̄ of F allows us to
identify JF̄ = Her3(C), C = F̄ × F̄ and J0F̄ =

∑
F̄eii, hence J⊥

0F̄
=

∑
C[ jl],
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whence u :=
∑

c[ jl] ∈ J⊥
0F̄

, c := (1, 0) ∈ C by (36.4.5) satisfies gF̄(u) =
NJ(u) = tC(c) = 1. From Exc. 12.40 combined with (33a.4) linearized we
therefore conclude

TJ(u × v,w) = NJ(u, v,w) = gF(u, v,w) = 0

for all u, v,w ∈ J⊥0 . Since the bilinear trace of J is regular on J⊥0 , this implies
u × v ∈ J0 for all u, v ∈ J⊥0 . Thanks to bilinearity, this condition is stable under
base change, hence continues to hold over F̄. On the other hand, applying
(37.7.4), we obtain 1C[23] × 1C[31] = 1C[12] < J0F̄ ,a contradiction. Thus
NJ(u) , 0 for some u ∈ J⊥0 .

45.20 As in the proof of Thm. 45.11, we define polynomial laws ei : J× J → J
for 1 ≤ i ≤ 9 by

e1(x, y) := 1JR , e2(x, y) := x, e3(x, y) := x♯, e4(x, y) := y, e5(x, y) := y♯,

e6(x, y) := x × y, e7(x, y) := x♯ × y, e8(x, y) := x × y♯, e9(x, y) := x♯ × y♯

for all x, y ∈ JR, R ∈ k-alg. We claim that it suffices to show

det
((

TJ(ei(x, y), e j(x, y))1≤i, j≤9
))
∈ k× (s1)

for some x, y ∈ J. Indeed, once such elemnts have been exhibited, the quantities
ei(x, y), 1 ≤ i ≤ 9, generate a free submodule M ⊆ J of rank 9 on which the
bilinear trace of J is regular. By Lemma 11.10, this implies J = M ⊕ M⊥,
and by comparing ranks, we conclude J = M. On the other hand, M is the
subalgebra of J generated by x, y (Exc. 33.15), and we are done.

Thus we need only show that elements x, y ∈ J exist satisfying (1). Since k is
an LG ring, the k-module J × J is free of rank 54, so the scalar polynomial law
det(TJ(ei, e j)) by Cor. 12.12 may be regarded as a polynomial in k[t1, . . . , t54],
which by the LG property represents an invertible element of k if and only if
it represents an invertible element of k/m, for each maximal ideal m ⊆ k. We
may therefore assume that k = F is a field.

If F contains more than four elements, we let E ⊆ J be any cubic étale
subalgebra. Then (J, E) is a Freudenthal pair over F, hence by Thm. 45.10
admits étale elements. By Cor. 44.19, therefore, J = J(B, µ) = H(B) ⊕ B j is a
second Tits construction, for some involutorial system B = (K, B, τ, p) of the
second kind over k and some admissible scalar µ for B. such that E = H(B)
and j ∈ J is étale relative to E. Now Exc. 44.33 (b) shows that J is generated by
E and j as a Jordan F-algebra. Since E has a single generator by Exc. 45.15 (a),
the assertion follows.

We are left with the case that F = F2 and consider the following subcases.
(i) J = Mat3(F(+). Let E/F be the unique (cyclic) cubic field extension of F,



Section 45 281

ϱ a generator of its Galois group and write A for the cyclic algebra (E/F, ϱ, 1)
over F [15, 8.5, p. 484]. By [15, Thm. 8.7, p. 477], A is central simple of
degree 3 over F, hence isomorphic to Mat3(F). It therefore suffices to show
that the Jordan algebra A(+) is generated by two elements. Recall that A as a
three-dimensional left vector space over E has a basis 1A, y, y2 for some y ∈
A having y3 = 1A, subject to the relations ya = ϱ(a)y for all a ∈ A. This
implies (ay)3 = (ay2)3 = NE(a)1A, hence TA(ay) = TA(ay2) = 0. Thus y
and y♯ = y2 (by (33a.22)) both belong to E⊥, and we conclude that y is a
Kummer element of A(+) relative to E. By 42.13 (a), therefore, A(+) is generated
by E and y, and since E is generated by a single element, we are done. (ii)
J = Her3(K), where K/F is the unique quadratic field extension. Consulting
Exc. 42.28, we see that J is isomorphic to the first Tits construction J(F×K, 1).
Since F ×K is generated by one element (Exc. 45.15 (a),(b)), A(+) is generated
by two elements.

45.21 Arguing as in the proof of Thm. 45.11, we define polynomial laws
ei : J → J, 1 ≤ i ≤ 3, by e1(x) := 1J , e2(x) := x, e3(x) := x♯ for all x ∈ JR,
R ∈ k-alg. We claim that it suffices to show

det
((

TJ(ei(x), e j(x))
)
1≤i≤3

)
∈ k×

for some x ∈ J. Indeed, if such an element has been exhibited, it generates a
subalgebra E ⊆ J which, as a submodule, is spanned by 1, x, x♯ ((33a.14) and
Exc. 33.15) and hence is cubic étale, making (J, E(+)) a Freudenthal pair over k.
To find an element making the above determinant invertible, we are reduced in
the usual way to the case that F := k is a field. If F is algebraically closed, then
J = Her3(F × F) is split and x :=

∑
ξieii ∈ J, ξi ∈ F mutually distinct, satisfies

the desired condition. By Zariski density, this also settles the problem if F is
infinite. On the other hand, if F is finite, it suffices to find a cubic étale E ⊆ J
generated by a single element. If J = Mat3(F)(+) is split, any cubic subfield
of J will do. If J = Her3(K), K the unique quadratic field extension of F, the
norm of K is a universal quadratic form, and setting Γ0 := diag(−1,−1, 1),
(37.24.3) and Exc. 42.28 yield

J = Her3(K) � Her3(K,Γ0) � J(F × K, 1),

whence F × K is a cubic étale subalgebra of J generated by a single element
(Exc. 45.15 (a),(b)).
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Solutions for Section 46

46.22 Suppose first that A is a division algebra and note that the algebra A has
dimension d2 for some d. For c ∈ F, consider the polynomial law A × F →
F defined by (a, x) 7→ NrdA(a) − cxd. It is a homogenous form of degree d
in d2 + 1 variables so it is isotropic. That is, there is some (a, x) such that
NrdA(a) = cxd. Since A is division, cxd = NrdA(a) , 0, whence x , 0 and we
find NrdA(a/x) = NrdA(a)/xd = c.

In the general case, by the Wedderburn-Artin Theorem, A � Mn(D) for
some n ≥ 1 and some division algebra D, both of which are determined by
A. By the preceding paragraph, we may assume that n > 1 and the claim
holds for D, i.e., there is an element d ∈ D such that NrdD(d) = c. Define
a := diag(d, 1, 1, . . . , 1) ∈ Mn(D). It suffices to show

NrdMatn(D)(a) = NrdD(d).

In order to see this, we extend scalars to the algebraic closure K of F and write
r for the degree of D. Then the left-hand side of the displayed equation is the
determinant of the block diagonal matrix diag(dK , 1r, . . . , 1r), which obviously
is the same as the determinant of dK , hence to its right-hand side.

46.23 (a) From Cor. 44.25 and Thm. 46.10 we deduce that J is a reduced
Albert algebra over F.

(b) Following Cor. 45.12, we may realize J by means of the second Tits
construction: J = J(B, τ, p, µ) as in part (b) of the problem. We define f3(J)
as the 3-Pfister form of the left p-twist of τ. In order to show that f3(J) thus
defined satisfies the characterizing conditions of (b), we may assume that J
itself is reduced, so by Thm. 46.10 some q ∈ B× has NB(q) = µ. Now ap-
ply Exc. 44.34 to B := (K, B, τ, p) and w := q−1. Since B is associative,
we have B .w = (K, B, τ, p .w), where p .w = qpτ(q), and one checks that
the assignment u 7→ quq−1 gives an isomorphism (B,pτ) → (B,pwτ) of al-
gebras with involution. Hence passing from B to B .w doesn’t change the
isometry class of f3(J), and Exc. 44.34 (a) allows us to assume µ = 1K . This
implies NB(p) = 1, hence J(p) � J(B,pτ, 1B, 1K) by Thm. 44.27, and since,
by the Jacobson-Faulkner theorem 41.8, the coefficient algebra of J does not
change when passing to an isotope, we conclude that f3(J) is indeed the co-
ordinate norm of J. This proves existence. For uniqueness, it suffices to com-
bine Springer’s theorem with Cor. 46.7 and Prop. 46.6 (b) (5).

46.24 Reduction to the finite-dimensional case. Assume the finite-dimensional
case has been settled and let 0 , x ∈ J. We must show that the linear map
Vx : J → J, y 7→ x ◦ y, is bijective. Gven y ∈ J, the cubic Jordan subalgebra,
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J′, of J generated by x, y is finite-dimensional (Exc. 33.15), so by assumption
Vxz = y for some z ∈ J′, and x ◦ y = 0 implies y = 0. Thus Vx is indeed
bijective. For the rest of the proof, we may assume that J is finite-dimensional,
whence it suffices to establish (1). Suppose on the contrary that some non-zero
elements x, y ∈ J have x ◦ y = 0. Since 1J ◦ y = 2y , 0, and by symmetry, we
obtain x, y < F1J . Hence E := F[x] and E′ := F[y] are cubic subfields of J
(Prop. 46.6 (b) (1)). By (33a.24), we also have TJ(x, y) = 1

2 TJ(x ◦ y) = 0. We
now consider the following cases.

1◦. E is separable over F. Then J = E ⊕ E⊥ as a direct sum of subspaces
and the action

E × E⊥ −→ E⊥, (z,w) 7−→ z .w := −z × w, (s1)

makes E⊥ a left vector space over E (Exc. 42.27 (a)). Here (33a.33) implies
E◦E⊥ ⊆ E⊥. Writing y = u+v, u ∈ E, v ∈ E⊥, we obtain 0 = x◦y = x◦u+x◦v,
where x◦u ∈ E, x◦ v ∈ E⊥, hence x◦u = x◦ v = 0. But x◦u = 2xu in terms of
the product in E, so we have u = 0. Thus, y = v ∈ E⊥. Now (33a.23) and (s1)
show x . y = −x × y = TJ(x)y, hence (x − TJ(x)1E) . y = 0. Thus x = TJ(x)1J ,
and taking traces we obtain 2TJ(x) = 0, hence x = 0, a contradiction.

2◦. E is purely inseparable over F. By symmetry, we may also assume that
E′ is purely inseparable over F. Then (33a.23) gives x × y = x ◦ y = 0, and
from (33a.8) we deduce 0 = x♯ × (x × y) = NJ(x)y + TJ(x♯, y)x. Since NJ(x) ,
0 (Cor. 33.10), this forces y = αx, for some α ∈ F×, and we arrive at the
contradiction 0 = x ◦ y = 2αx2.

46.25 It suffices to show that S 0
J , the restriction of the quadratic trace to the

elements of trace zero in J, is isotropic because any isotropic vector in J0 rel-
ative to S 0

J generates a cubic subfield of J (Prop. 46.6 (b) (1)) that, by the
preceding hint to this exercise, must be cyclic. Let E/F be any cubic subfield
of J (Cor. 46.7). Then the base change JE by Prop. 46.6 (b) (5) is a reduced
regular Freudenthal algebra of dimension ≥ 9 over E, hence identifies with
JE = Her3(C,Γ), for some (regular) composition algebra C over E and some
diagonal matrix Γ ∈ GL3(E) (Prop. 39.17). By Springer’s theorem, it suffuces
to show that the binary quadratic form q derived from restricting the quadratic
trace of JE to the diagonal elements of trace zero is isotropic. Since the di-
agonal of JE is split cubic étale, we can apply Exc. 34.26 (b) with β = 1 to
conclude q � ⟨−3,−1⟩quad. But −3 is a square in F since F contains the cube
roots of 1, so q � ⟨1,−1⟩quad is hyperbolic ([10, Cor. 13.3]).
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Solutions for Section 47

47.16 The solution is modeled after pages 6–9 of [19].
(a): The displayed identity holds if and only if the following expression is

identically zero:

J(x, y, [xz]) − [J(x, y, z), x] = [[xy][xz]] + [[y[xz]]x] + [[[[xz]x]y]

− [[[xy]z]x] − [[[yz]x]x] − [[[zx]y]x].

On the right side, the second and last terms cancel, leaving an expression which
vanishes if and only if the Malcev identity holds.

(b): The very definition of S shows that it is unchanged by a cyclic permuta-
tion of its arguments. On the other hand, linearizing the flexible law, replacing
x with x + z, gives the identity [x, y, z] = −[z, y, x]. We find

S (z, y, x) = [z, y, x]+[y, x, z]+[x, z, y] = −[x, y, z]−[z, x, y]−[y, z, x] = −S (x, y, z).

That is, for a cyclic permutation and for the transposition interchanging 1 and
3, the claim about how S changes under permuting its arguments holds. Be-
cause these permutations generate the group of all permutations, this verifies
the claim in full generality.

(c): We expand [[x, y, z], x] = [x, y, xz] − [x, y, zx]. Using that the Kleinfeld
function is alternating, we have

0 = f (x, z, y, x) = [xz, y, x] − z[x, y, x] − [z, y, x]x

and we find [x, y, z]x = [x, y, xz]. Similarly, f (z, x, y, x) = 0 implies that [x, y, zx] =
x[x, y, z]. Putting these together, we obtain

[[x, y, z], x] = [x, y, [x, z]] ∀x, y, z ∈ A.

284
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Now J(x, y, z) = 2S (x, y, z) = 6[x, y, z] for all x, y, z ∈ A, so A− is Malcev by
(a).

For the second claim, A− is Lie if and only if J(x, y, z) = 0 for all x, y, z, if
and only if [x, y, z] = 0 for all x, y, z.

47.17 Suppose first that k has characteristic 2. Then the kernel I of the trace
map C → k is a codimension 1 subspace of C containing k. For x ∈ I and
c ∈ C, we have

tC([x, c]) = tC(xc) − tC(cx) = 0.

That is, the image of I in C−/k is a codimension 1 ideal which is not zero, so
C−/k is not simple.

It remains to consider the case where k has characteristic different from 2. By
Exercise 25.43, we may assume that k is algebraically closed and in particular
that C is split. Let I be a subspace of C properly containing k such that the
image of I in C−/k is an ideal; we aim to show that I = C. Note that I is an
ideal in C−.

We treat the case C = Mat2(k). Suppose first that I contains
(
−1 0
0 1

)
. Since[(

a b
c d

)
,
(
−1 0
0 1

)]
=

(
−a b
−c d

)
−

(
−a −b
c d

)
=

(
0 2b
−2c 0

)
,

we deduce that I = C. If I contains a trace zero element x that is not nilpo-
tent, then the Jordan form of x is

(
a 0
0 −a

)
for some nonzero a, and the previous

calculation shows that I = C.
If I contains a trace zero element x that is nilpotent, then up to conjugacy x

is
(

0 1
0 0

)
. Since [(

a b
c d

)
,
(

0 1
0 0

)]
=

(
−c a−d
0 c

)
,

we deduce that
(
−1 0
0 1

)
is in I, whence I = C, completing the argument for the

rank 4 case.

Now assume C is an octonion algebra. There is a nonzero element of I \
k, which by Exercise 19.38 is contained in a quaternion subalgebra B of C.
Because I is an ideal in C−, I ∩ B ⊇ [B, I ∩ B], which is B by the rank 4 case.

From the 4-dimensional subspace of C perpendicular to B, pick a j with
nC( j) , 0. Then C is obtained by the internal Tits construction C = Cay(B, nC( j))
as in Prop. 18.1. For each b in the space B0 of trace zero elements of B, set
u = 1

2 b, so u − ū = b. In the notation of the external Tits construction 18.3, the
calculations in 18.13 give that I contains [u, j] = b j and therefore I contains
B0 j. For x, y ∈ B0, we have [ 1

2 x, y j] = (yx) j, hence (B0B0) j ⊆ I. Since B2
0 = B,

we conclude that I = C as desired.
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(For the rank 8 case, one might compare p. 435 in [25], which starts with an
explicit multiplication table for a basis for C.)

47.18 See for example [13].

47.19 (a): It is straightforward to check that q([A, B]x, x) = 0 for all A, B ∈
sp2n(F) and x ∈ k2n, verifying ⊆. For the opposite containment, let us simplify
notation by writing L := [sp2n(F), sp2n(F)]. For any B ∈ Altn(F), pick A ∈
Matn(F) such that B = A − AT and note that[(

0 1n
0 0

)
,
(

A 0
0 −AT

)]
=

(
0 B
0 0

)
∈ L.

An analogous computation shows that
(

0 0
B 0

)
∈ L. For A, A′ ∈ sln(F), we have[(

A 0
0 −AT

)
,
(

A′ 0
0 −(A′)T

)]
=

(
[A,A′] 0

0 −[A,A′]T

)
.

By Exc. 47.18(c) we conclude that(
A 0
0 −AT

)
∈ L (s1)

for all A ∈ sln(F). Take now B ∈ Symn(F) to have a 1 in the (1, 1)-entry and
zeros elsewhere. Then [(

0 B
0 0

)
,
(

0 0
B 0

)]
=

(
B 0
0 −BT

)
∈ L.

In particular, matrices of the form (s1) include those with A of trace zero and
at least one of trace 1, ergo include all A ∈ Matn(F).

(b): Put L′ := [L, L]. The same computations as in part (a) show that L′

contains the claimed subalgebra, i.e., those
(

A B
C −AT

)
with A ∈ sln(F) and B,C ∈

Altn(F). Conversely, if we take generic elements
(

A B
C −AT

)
,
(

A′ B′
C′ −(A′)T

)
of L, then

the upper left corner of the commutator is [A, A′] + BC′ − B′C. Therefore, we
are done once we verify the following: If B,C ∈ Altn(F), then tr(BC) = 0.

To verify that, note that B = B0 − BT
0 and C = C0 − CT

0 for some matrices
B0,C0. Plugging this in, we find

tr(BC) = tr((B0 − BT
0 )(C0 −CT

0 ))

= tr(B0C0 + BT
0CT

0 ) − tr(BT
0C0 + B0CT

0 ).

Since tr(XY) = tr(XTYT) for all X,Y ∈ Matn(F) and char(F) = 2, we conclude
that tr(BC) = 0.

47.20 The action of ϕ ∈ sl2n(k) on ∧dk2n for any d is given by

ϕ(x1 ∧ · · · ∧ xd) = (ϕx1) ∧ x2 ∧ · · · ∧ xd + x1 ∧ (ϕx2) ∧ x3 ∧ · · · ∧ xd

+ · · · + x1 ∧ · · · ∧ xd−1 ∧ (ϕxd).
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Writing out the coordinates, we find that for a basis e1, . . . , e2n of k2n, we find
that the action of ϕ on ∧2nk2n is given by

ϕ(e1 ∧ · · · ∧ e2n) = tr(ϕ) (e1 ∧ · · · ∧ e2n).

Therefore, for x, y ∈ ∧nk2n, we have

b(ρ(ϕ)x, y) + b(x, ρ(ϕ)y) = ∆(ρ(ϕ)x ∧ y + x ∧ ρ(ϕ)y)

= ∆(ϕ(x ∧ y)) = tr(ϕ)∆(x ∧ y) = 0,

so the image of ϕ is contained in g, as required. We omit the verification that
ρ is compatible with the Lie bracket. Let ϕ ∈ sl2n(k) be such that ϕ(e1) = en+1

and ϕ(ei) = 0 for i , 1. Then

ρ(ϕ)(e1 ∧ · · · ∧ en) = en+1 ∧ e2 ∧ e3 ∧ · · · ∧ en , 0,

i.e., ρ(ϕ) , 0, completing the verification of (a).
Note that ρ(12n) is multiplication by n. Therefore, if n = 0 in k, we have

12n ⊆ Ker ρ.
(b): Suppose now that k is a field of characteristic not dividing 2n. Then

sl2n(k) is simple (Exc. 47.18), so Ker ρmust be the zero ideal, i.e., ρ is injective.
In the case n = 2, we note that sl4(k) and o6(k) both have dimension 15, so ρ is
an isomorphism.

(c): Finally assume k is a field of characteristic 2. Since ρ is not the zero map
and its kernel contains 12n, Exc. 47.18 gives that Ker(ρ) = k1. Since 1 is the
center of sl4(k), ρ induces an inclusion

[sl4(k), sl4(k)]/k1 ↪→ [g, g].

But [sl4(k), sl4(k)] = sl4(k)] by Exc. 47.18(c), so the domain is sl4(k)/k1 of
dimension 14. The codomain has dim[g, g] = dim g − 1 by Exc. 47.19, which
is

(
6
2

)
− 1 = 14.

Solutions for Section 48

48.25 The linear maps ∆A and sA commute with base change. Recall the de-
scriptions of LMDer(A), InDer(A) and ComDer(A) in (48.10.1), (48.11.1) and
(48.11),

LMDer(A) = {∆x | x ∈ W(A), s(x) ∈ Nuc(A)} = ∆A(sA
−1(Nuc(A))),

InDer(A) = {∆x | x ∈ W(A), s(x) = 0} = ∆A(Ker(sA)),

ComDer(A) = {∆a | a ∈ A, s(a) = 0} = ∆A(Ker(sA)) ∩ A).
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Using (25.3.2), (25.3.3), we obtain (a), (b) and (c). Finally (Da,b)R = DaR, bR

yields (d).

Solutions for Section 49

49.10 If C is a norm associative conic algebra then tC(cd) = tC(dc) (16.13.1)
and [C,C] ⊆ C0.

For the opposite inclusion, we are reduced by the usual argument to con-

sidering the case C = Zor(k). Let c =
(
α1 u2

u1 α2

)
, d =

(
β1 v2

v1 β2

)
∈ C. Using

(21.18.4),

[c, d] =
(

vT
2 u1−uT

2 v1 (α1−α2)v2+(β2−β1)u2+2u1×v1

(β1−β2)u1+(α2−α2)v1+2u2×v2 vT
1 u2−uT

1 v2

)
One sees easily that [C,C] ⊇ C0.

49.11 We use the notation and results of 49.2. Let C = Zor(k), k a field of

characteristic not 3, e = e1 =

(
1 0
0 0

)
and Der(C) = g = g0 ⊕ g1 ⊕ g2 the e-

grading of Der(C) as in Prop. 48.20. By Prop. 49.3, the Lie subalgebra g0 of g
is isomorphic to sl(M) := {g ∈ Endk(M) | tr(g) = 0} via the map ϕ : sl(M)→ g0
given by

ϕ(g)
(
α1 v∗

v α2

)
:=

(
0 −g∗v∗

gv 0

)
.

That the two representations of sl3(k) above are faithful and irreducible is clear.
Since k is a field, M and M∗ are vector spaces of dimension 3 and we may write
M for both. Also ⟨x∗, y⟩ = x∗Ty and if g ∈ End(M) then g∗ = gT. Assume there
exists an isomorphism of ψ : M → M of sl-modules, i.e., ψ(gv) = −gTψ(v).
So we have c−1gc = −gT for some invertible c ∈ Mat3(K) and all g ∈ sl(M).
Equivalently gc = −cgT for all g ∈ sl(M). Write c =

∑
i, j γi jei j with γi j ∈ k

and ei j the usual matrix units in Mat3(k). For distinct p, q ∈ {1, 2, 3}, we put
g := epq ∈ sl3(k) and obtain gT = eqp, hence

gc =
∑

j

γq jep j, −cgT = −
∑

i

γiqeip.

Comparing gives γq j = γiq = 0 for j , p , i, hence c = 0, a contradiction.
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Solutions for Section 50

This section contains no exercises.

Solutions for Section 51

51.32 If x = α1J , α ∈ k then Vxy = 2αy = 0 and Vx = 0. Let x =
∑

(αiei +

al[i j]) ∈ J and assume Vx = 0. Then Vxei = 2αiei + al[i j] + a j[li] = 0 and
al[i j] = 0 = a j[li]. Similarly al[i j] = 0 and x =

∑
αiei. In that case Vx1C[i j] =

(αi + α j)1C[i j] = 0. Hence αi = α j. Similarly αi = αl and x = αi1J .

51.33 We need only verify non-zero products. Assume {i, j, l} = {1, 2, 3}. We
have J0◦Ji ⊆ Ji by Th.32.2 (note conflicting notation) and Ji◦J j ⊆ Jl. Consider
the triple products. We use 37.7. If at least 2 of the entries are from J0 the result
of the product is in the submodule corresponding to the third entry. If exactly
one of the entries is from J0, the result of the product is in J0 if the other
two entries are from the same submodule, while if they are from two distinct
submodules then the result belongs to the third. If two of the entries are from
the same off-diagonal submodule then the result belongs to the submodule
of the third entry. Finally if each of the entries are from distinct off-diagonal
submodules the result lands in J0. So the triple products respect the grading.
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Solutions for Section 52

52.10 The split hyperbolic plane h contains a hyperbolic pair (u, v) as defined
in 11.17. For every R ∈ k-alg and t ∈ R×, we have a linear transformation gt of
the module underlying h ⊥ Q defined by setting gt(u) = tu, gt(v) = t−1v, and
gt to be the identity on the module underlying Q.

Solutions for Section 53

This section contains no exercises.

Solutions for Section 54

54.22 The crux is to prove (i) implies (iii). For sake of contradiction, suppose
that the collection C is a set and k is not the zero ring. Then there is a field
K ∈ k-alg and we define

D := {dim(M ⊗ K) | M ∈ C}

where dim is the cardinality of a basis of the vector space M ⊗ K. (It is the
same for all bases of M ⊗ K by [5, II.7.2, Th. 3].) Note that it is a set because
C is a set.

Consider the case of k-modules. For any cardinal n, we take M to be the
module kn. Since M ⊗ K � Kn, D contains every cardinal, contradicting that
D is a set by [7, III.3.6, Cor.].

Consider the case of k-algebras. For each n, we consider the module kn as

290
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a nonassociative k-algebra with a multiplication that is identically zero and set
M ∈ k-alg to be the “unital hull” of kn. As a k-module, M = k1M ⊕ kn, where
1M is the identity of the multiplication on M. Constructing the set D by the
same recipe, we find that it in this caseD contains dim(M ⊗K) = n+ 1. Again
we find a contradiction, so C is not a set.

For the rest of the implications, note that the only module under the zero
ring is the module 0.

54.23 Because σi(M), τi(M) are finitely generated projective, by (54.7.1) we
may view each αi as an element of σi(M)∗ ⊗ τi(M). Therefore, for every R ∈
k-alg, Aut(AR) is the subgroup of GL(MR) consisting of those g stabilizing αi

for all i, and the claim follows from Exercise 24.30.

54.24 Write i for the inclusion of Gm in Aut( f ). Trivially, in the weight space
decomposition (52.2.1) of V relative to i(Gm), Vχ , 0 for some nonzero χ. The
composition χ ◦ i is raising to a power e ∈ Z where e , 0 because χ , 0. The
statement about the weight space means that there is a nonzero v ∈ V such that
for every F ∈ k-alg and t ∈ F×, we have:

fF(v) = fF(i(t)v) = fF(tev) = tde fF(v).

In particular, taking F = k(t) and t = t, we find (tde − 1) fk(t)(v ⊗ 1) = 0, ergo
the second term in the product must be zero and fk(v) = 0.

54.25 Since F is perfect, we may apply Prop. 54.20, reducing us to showing
that the Galois cohomology set H1(K/F,G) is zero for every finite extension
K ⊇ F.

For such a K, the group AutF-alg(K) is cyclic of order [K : F], generated by
σ. Following the notation in 54.4, a 1-cocycle is a map g : AutF-alg(K)→ G(K)
satisfying (54.4.1). By Lang, there is an h ∈ G(K) such that g(σ) = h−1σ(h).
By induction, we have

g(σi+1) = g(σ) · σg(σi) = h−1σ(h)σ(h−1)σi+1(h) = h−1σi+1(h),

so the cocycle g is equivalent to the trivial cocycle that maps all of AutF-alg(K)
to 1 ∈ G(K). Since this holds for any 1-cocycle, we have shown that H1(K/F,G) =
0.

54.26 Suppose X is a G-torsor in the flat topology, i.e., a representative of a
class in H1(k,G). Our aim is to show that X is the trivial torsor, i.e., X(k) is
nonempty. There is some fppf R ∈ k-alg such that X(R) is nonempty.

If k is reduced, then since it is artinian it is a finite product k1×· · ·×km of finite
fields ki. Write R =

∏
Ri where each Ri is a ki-algebra which is necessarily
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faithfully flat over ki. Then H1(R/k,G) =
∏

i H1(Ri/ki,Gki ), where each term
in the product is zero by Lang’s Theorem (Exc. 54.25).

Drop the hypothesis that k is reduced and put a := Nil(k). Because k is finite,
there is some minimal m ≥ 1 such that am = 0. We proceed by induction on
m, with the case m = 1 being settled by the previous paragraph, so suppose
m ≥ 2. Put I := am−1. The ring k/I has Nil(k/I)m−1 = (Nil(k)/I)m−1 = 0, so by
induction X(k/I) is nonempty. On the other hand, I2 = a2m−2 = am · am−2 = 0
and X is smooth, so the natural map X(k)→ X(k/I) is surjective.

Solutions for Section 55

55.11 By Corollary 55.2, J = E(+) for some cubic étale k-algebra E. Therefore,
the claim is equivalent to the same statement for E, which is Exercise 25.42.

55.12 The proof proceeds in the same manner as the proofs of Propositions
55.4 and 55.6. Note that for each central simple associative F-algebra A, we get
an involutorial system B = A×Aop, K = F×F, and τ the map that swaps the two
factors, and in this case we abuse notation and write simply A for the involuto-
rial system. The automorphism group of Mat3(F) is the same as the automor-
phism group of the corresponding involutorial system, which is PGL3 ⋊ Z/2
as in [16, pp. 346, 400]. The automorphism group of Sym(Mat3(F)) is the
same by Proposition 53.6.(ii), and the automorphism group of the split adjoint
semisimple group of type A2, PGL3, is the same as described in 52.7.

The F-algebras with involution that are twisted forms of the involutorial
system corresponding to Mat3(F) are exactly the ones described in (a) by [16,
§29.D]. The rank 9 Freudenthal F-algebras are the F-forms of Mat3(F)(+) by
Corollary 39.32. The adjoint semisimple groups of type A2 are by definition
the F-forms of PGL3. 55.13 The solution is similar to that of Exc. 55.12.

The automorphism group of (Mat6(F), τspl) is PGSp6 by [16, pp. 347, 359].
We already asserted that the split Freudenthal algebra of rank 15 had automor-
phism group PGSp6, see Theorem 53.4. Finally, the automorphism group of
PGSp6 is itself PGSp6 by Lemma 52.6.

The F-algebras with involution (A, σ) in (i) are twisted forms of (Mat6(F), τspl),
because A ⊗ F̄ � Mat6(F̄) and all non-degenerate skew-symmetric bilinear
forms on F̄6 are equivalent, so all symplectic involutions on Mat6(F̄) are con-
jugate to τspl. Conversely, if (A, σ) is a twisted form of (Mat6(F), τspl), then A
is a central simple F-algebra (Corollary 9.23) and the involution σ is evidently
also symplectic.
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Solutions for Section 56

56.7 (a) Being euclidean, J does not contain nilpotent elements other than
zero. By Exc. 8.13 (c), therefore, the unital commutative associative subalge-
bra R[x] ⊆ J, which has dimension at most 3 by Thm. 33.9, is a direct product
of finitely many finite algebraic field extensions of R, i.e., of copies of R and
C. Copies of C cannot occur since 12 + i2 = 0 and hence C(+) is not a euclidean
Jordan algebra. Thus, for some n = 1, 2, 3, there is a complete orthogonal sys-
tem (d1, . . . , dn) of non-zero idempotents in J such that R[x] = Rd1 ⊕ · · · ⊕Rdn

as a direct sum of ideals. By Exc. 37.19, each di, 1 ≤ i ≤ n, is either elemen-
tary or co-elementary or equal to 1J and hence, by Exc. 40.15 (f), splits into the
orthogonal sum of elementary idempotents. By 37.5, therefore, an elementary
frame (c1, c2, c3) of J and scalars α1, α2, α3 exist such that (1) holds.

(b) For x ∈ J as given in (a), we recall from (34.17.1)–(34.17.3) that

N(x) = α1α2α3, T (x) = α1 + α2 + α3, S (x) = α2α3 + α3α1 + α1α2. (s1)

(i) ⇒ (ii). Pick an elementary frame (c1, c2, c3) in J and positive real num-
bers α1, α2, α3 such that (1) holds. Then y :=

∑ √
αici ∈ J satisfies N(y) =

√
α1α2α3 ∈ R

× by (s1), hence y ∈ J×, and y2 = x.
(ii) ⇒ (iii). Choose y as in (ii). By (a) and (s1), there exist an elementary

frame (c1, c2, c3) of J and β1, β2, β3 ∈ R
× such that y =

∑
βici, hence x =∑

αici, αi = β
2
i > 0 for i = 1, 2, 3. Since T is an associative bilinear form, Lx is

self-adjoint relative to T , and it suffices to prove (2). Before doing so, we show

T (c, d) ≥ 0 (s2)

for all idempotents c, d ∈ J. By Exc. 37.19, there are four cases: c = 0 (trivial),
c elementary, c co-elementary, and c = 1J . The same distinction can be made
about d; hence T (d) ∈ {0, 1, 2, 3}, and the case c = 1J is obvious. Now let c be
elementary. Then the Peirce decomposition of d with respect to c attains the
form d = T (c, d)c + d1 + d0, di ∈ Ji(c), i = 0, 1. The Peirce-2-component of d2

with respect to c may therefore be written as αc,

α = T (c, d2) = T (c, d)2T (c, c) + T (c, d2
1) = T (c, d)2 + T (c • d1, d1)

= T (c, d)2 +
1
2

T (d1, d1) ≥ T (c, d)2

since T is positive definite. But d2 = d and we conclude T (c, d) ≥ T (c, d)2,
i.e.,

0 ≤ T (c, d) ≤ 1 (s3)
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if c is elementary. Finally, let c be co-elementary. Then c′ := 1J − c is ele-
mentary, and since (s2) is trivial for d = 0, we may assume d , 0, in which
case (s3) yields T (c, d) = T (d) − T (c′, d) ≥ T (d) − 1 ≥ 0. This completes
the proof of (s2). Returning to (2), we now write 0 , z ∈ J as z =

∑
γidi for

some elementary frame (d1, d2, d3) in J and γi ∈ R, 1 ≤ i ≤ 3, not all zero.
From (s2) we deduce T (ci, z2) =

∑
m γ

2
mT (ci, dm) ≥ 0 for 1 ≤ i ≤ 3, and setting

α := min1≤i≤3 αi > 0, we obtain

T (x • z, z) = T (x, z2) =
∑

αiT (ci, z2) ≥ α
∑

T (ci, z2) = αT (z2) = αT (z, z) > 0,

as claimed.
(iii)⇒ (i). Writing x as in (a), we obtain αi = T (x • ci, ci) > 0 for 1 ≤ i ≤ 3,

hence (i).
(iii) ⇒ (iv). Being positive definite, the linear operator Lx is bijective, and

we see that x is linearly invertible in the sense of Exc. 31.36, hence invertible.
Thus

X := {x′ ∈ J | Lx′ is positive definite relative to T } ⊆ J×. (s4)

Clearly, X is convex, hence connected with 1J ∈ X, and we have shown

X ⊆ Pos(J). (s5)

In particular, (iv) holds.
Before tackling to the final implication (iv)⇒ (iii) of (b), we prove:
(c) (i)⇒ (ii)⇒ (iii)⇒ (i). This follows from the corresponding implications

in (b) by noting that (c) (i) (resp. (c) (ii), (c) (iii)) holds for x if and only if (b)
(i) (resp. (b) (ii), (b) (iii)) holds for for x+ε1J and all ε > 0. By the same token,
the solution to the entire exercise will be complete once we have established
the implication

(b) (iv)⇒ (iii). By homogeneity, (2) holds if and only if

T (x • z, z) > 0 (z ∈ S ), (s6)

where S stands for the “sphere”

S := {z ∈ J | T (z, z) = 1}.

Since S is compact, (s6) and a standard continuity argument show that X as
defined in (s4) is open in Pos(J). On the other hand, Pos(J) is connected, so if
X were not all of Pos(J), it could not be closed in Pos(J), i.e., we would have
X ⊂ X̄ ∩ Pos(J). Write x′ ∈ (X̄ ∩ Pos(J)) \ X as in (a). The set

Y := {y ∈ J | Ly is positive semi-definite relative to T }
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is closed in J and contains X, hence X̄, hence x′. The implication (iii) ⇒ (i)
in (c) therefore implies αi ≥ 0 for 1 ≤ i ≤ 3, but also αi = 0 for some i =
1, 2, 3 since, otherwise, x′ would belong to X. But then, by (s1), x′ cannot be
invertible, hence does not belong to Pos(J), a contradiction. Thus X = Pos(J),
implying (iii), and the solution is complete.

56.8 In each of the four cases, it suffices for obvious reasons to establish only
the first of the two claimed relations.

(a) We put Y := Pos(J). Since Up : J× → J× is a topological map, it per-
mutes the connected components of J×. In particular, UpY ⊆ J× is a connected
component containing Up1J = p2. But by Exc. 56.7 (b), this element is also
contained in Y , which implies UpY = Y .

(b) By Exc. 56.7 (b) we have p = y2 = Uy1J for some y ∈ J×, hence J(p) � J
by Cor. 31.23. From (a) we deduce U−1

p Y = Up−1 Y = Y , whence p−1 = U−1
p p ∈

Y . By definition, Pos(J(p)) is the connected component of J(p)× = J× containing
1J(p) = p−1 ∈ Y . Thus Pos(J(p)) = Y .

(c) Assume first η ∈ Aut(J). Again, η : J× → J× is a topological map,
forcing η(Y) ⊆ J× to be a connected component containg η(1J) = 1J . Thus
η(Y) = Y . Since Str0(J) acts canonically on J×, the orbit Str0(J)p ∈ J× of
p ∈ Y is a connected subset containing p and hence belonging to Y . Thus
η(Y) ⊆ Y for η ∈ Str0(J), and applying this also to η−1 in place of η gives the
assertion.

(d) Pos(J′) ⊆ J′× ⊆ J× is a connected subset containing 1J′ = 1J . Hence
Pos(J′) ⊆ Pos(J) ∩ J′× ⊆ Pos(J) ∩ J′. Conversely, suppose y ∈ Pos(J) ∩ J′.
Then y ∈ J′, being invertible in J, is so in J′ since we are dealing with finite-
dimensional Jordan algebras. Thus y ∈ Pos(J)∩ J′×. Now Exc. 56.7, (2) shows
T (y • z, z) > 0 for all non-zero elements z ∈ J. Since the bilinear trace of J
restricts to the bilinear trace of J′, we conclude from T (y• z, z) > 0 for all non-
zero elements z ∈ J′ that y ∈ Pos(J′). This proves the first two equations of
(d). As to the last, Pos(J)∩ J′ is a closed subset of J′ containing Pos(J)∩ J′ =
Pos(J′). Thus Pos(J′) ⊆ Pos(J) ∩ J′. Conversely, let y ∈ Pos(J) ∩ J′. Then
Exc. 56.7, (3)) shows T (y • z, z) ≥ 0 for all z ∈ J, hence, in particular, for all
z ∈ J′. Thus y ∈ Pos(J′).

56.9 (a) Let y ∈ GLn(D) and η := Φy. For x, z ∈ J, we obtain

Uη(x)z = UȳT xyz = ȳTxyzȳTxy = ηUxη
♯z,

with η♯ := ΦȳT . Hence (a) follows from (31.20.1).
(b) We have Φy1y2 = Φy2 ◦ Φy1 for all y1, y2 ∈ GLn(D), so (b) will follow

once we have shown Φy ∈ Str0(J) for all y ∈ Trin(D). But Trin(D), being
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homeomorphic to D
n(n−1)

2 as a topological space, is connected, and the assertion
follows from the fact that Φ is continuous.

(c) (i)⇒ (ii). The case n = 1 being trivial, let us assume n > 1 and that the
implication holds for n − 1 in place of n. Write

x =
(
x1 u
ūT ξ

)
, x1 ∈ J1 := Hern−1(D), u ∈ Matn−1,1(D), ξ ∈ R. (s1)

Since x1 along with x is positive definite, hence invertible, (1) yields y ∈
Trin(D) such that

x′ := ȳTxy =
(
x1 0
0 ξn

)
∈ J.

Since x′ is positive definite as well, we obtain ξn > 0, and the induction hypoth-
esis leads to an element y1 ∈ Trin−1(D) making ȳT

1 x1y1 a diagonal matrix with

positive diagonal entries. This property carries over to yy′
T

xyy′ = y′
T
ȳTxyy′

with y′ =
(

y1 0
0 1

)
, and the induction is complete.

(ii)⇒ (i). By (ii) we find a matrix z ∈ J× satisfying x′ := ȳTxy = z2 = z̄Tz.
Hence x′ is positive definite and thus so is x.

Now let n = 3. (ii)⇒ (iii). Again some z ∈ J× has x′ := ȳTxy = z2, which
by Exc. 56.7 (b) belongs to Pos(J). Hence so does x = Φy−1 x′ by (b) and
Exc. 56.8 (c).

(iii) ⇒ (i). x ∈ Pos(J) leads to an element z ∈ J× such that x = z2 = z̄Tz.
Hence x is positive definite.

56.10 (a) (i) ⇒ (ii). From Exc. 56.7 (b) we deduce T (x, eii) = T (x, e2
ii) =

T (x • eii, eii) > 0 for 1 ≤ i ≤ 3. The same exercise implies x = y2 for some
y ∈ J×, hence x♯ = y2♯ = y♯2 ∈ Pos(J), and we also have T (x♯, eii) > 0. Finally,
N(x) = N(y)2 > 0.

(ii)⇒ (iii). Obvious.
(iii)⇒ (i). Note first that the unital subalgebras ofO up to conjugation under

Aut(O) are R, C, H and O itself (Exc. 23.28).
Next we claim that there is no harm in assuming u1 = 0 or u1 = 1O. Indeed,

if u1 , 0, we replace x by α−1x, α :=
√

nO(u1), if necessary to ensure nO(u1) =
1. By Exc. 5.18, the assignment∑

(ηieii + vi[ jl]) 7−→
∑

ηieii + (u−1
1 v1)[23] + (v2u−1

1 )[31] + (u1v3u1)[12]

defines an automorphism φ of J that leaves all minors of x as well as Pos(J)
(Exc. 56.8 (c)) invariant and sends x to∑

ξieii + 1O[23] + (u2u−1
1 )[31] + (u1u3u1)[12],

proving our claim.
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From now on we therefore assume u1 ∈ {0, 1O}. Then Exc. 17.10 combined
with our initial observation implies that there is no harm in assuming x ∈ J′ :=
Her3(H). Write

x =
(
x1 u
ūT ξ3

)
, x1 ∈ Her2(H), u ∈ Mat2,1(H), ξ3 ∈ R.

More precisely, we have x1 ∈ J′′ := Her2(R[u3]), and R[u3] is isomorphic
to R or C, hence commtative associative. Since the principal minors of x1 are
positive by (iii), we deduce from Bourbaki [3, IX.7, Prop. 3] that x1 is posi-
tive definite, hence invertible. Invoking (1) of Exc. 56.9, we therefore find an
element y ∈ Tri3(H) such that

x′ := ȳTxy =
(
x1 0
0 ξ′3

)
∈ J′′ (s1)

for some ξ′3 ∈ R. Since Φy by Exc. 56.9 (a) belongs to the structure group of
J′, and J′ has degree 3, it reproduces the norm up to the factor N(ȳTy), which
must be positive since Tri3(H) is connected and y 7→ N(ȳTy) is continuous.
This proves N(x′) > 0, and we have shown that all principal minors of x′

are positive, forcing x′ itself to be positive definite (Bourbaki, loc. cit.). From
Exercises 56.9 (b) and 56.8 (d), we therefore deduce x′ ∈ Pos(J′′) ⊆ Pos(J′),
hence x ∈ Pos(J′) ⊆ Pos(J).

(b) Apply (a) to x + ε13, ε > 0, and let ε→ 0.

Solutions for Section 58

This section contains no exercises.
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